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1. INTRODUCTION

The SIR-C processing algorithm design contains several unique characteristics as follows:

a) Large number of radar modes:

The SIR-C has two frequency bands, four polarization channels, up to rwentythree  data
acquisition modes, two shuttle attitude modes, two range chirp bandwidths, three pulse
durations, eight nominal PM-S, three input data sample quantizations,  incidence angles
from 15° up to 65°, and five types of data products. I%e processor must be capable and
flexible to handle various rachr modes and a large variation of processing parameters.
The large number of radar modes complicates not only the software implementation but
also the system integration al]d acceptance test.

b) Two processing modes: survey and standard:

~%e sumey processor is a burst mode processor used for generation of quick-look
imagery. The standard processor is a continuous mode processor used for generation of
calibrated high resolution imagery. Both processors are distinct in algorithm design and
require separate performance analysis.

c) IIigh Doppler drift in both along-track and cross-track directions:

High Doppler drift requires frequent update of azimuth reference functions and range
migration curves. Furthermore, the azimuth skew may be greater than a processing
block, which is particularly true for the C-band case. The high Doppler drift also
complicates the geometric rectification procedure to correctly assemble all the image
blocks  into a seamless strip image.

d) Multi-look filtering algorithm:

A new multi-look filtering algorithm is developed. The algorithm design is unique in the
sense that with only small computation complexity permitted, it has to accomplish a
number of functions altogether, such as resolution broadening control, sidelobe  ratio
control, speckle noise reduction and slant-t~ground  range conversion.

e) Multi-frequency and multi-polarization data processing:

This requires proper generation of range and azimuth reference functions to ensure
registration among multi-channel images and radiometric  and phase calibration of data
products.
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1.1 Purpose -

This document contains the processing algorithm design of the SIR-C Ground Data
Processing System (GDPS). It covers detailed processing algorithm design and
specifications required to process SAR signal data into desired image products. The
purpose of this document is to demonstrate that this design can meet all the functional
requirements set forth in the SIR-C GDPS Functional Requirements Document (JPL D-
4892). This design document in conjunction with the Software Requirements Document
and the Software Specifications Document will be used as the prime references to
implement the SIR-C processor.

1.2 Scope

~lis document contains the processing algorithm design used to process SAR signal data
into image products. Topics related to the data transfer, output product generation,
radiomernc  and geometric calibriition are not covered in this document.

The overall processing algorithms are organized into six different sets:

a) Initial processing parameters generation algorithm;

b) Turn-on and turn-off sequence processing algorithm;

c) Survey processing algorithm;

d) Standard preprocessing algorithn~

e) Standard processing algorithm;

f) Standard postprocessing algorithm; and

g) Quality assurance algorithm.

The initial processing parameters generation algorithm contains a number of routines used
[o derive the initial Doppler predicts from the ephemeris parameters, the image geodetic
locations and other prwessing  and image related parameters. The turn-on and turn-off
sequence processing algorithm is designed to process the receive only noise data, cahone
scan data and PRF scan data. The survey processing algorithm is employed to process the
entire data of a data take into survey image products. The stand~d  preprocessing algorithm
is employed to rtfme  the Doppler centroid  and Doppler ftrquency rate estimates. The
standard processing algorithm is employed to process a segment of data into standard
image products. The quality assurance algorithm is employed to assure the data quality at
each processing stage.
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2. SYSTEM llEQUIREMENTS

~’his section documents system requirements of the SIR-C Ground Data Processing System

(GDF’S). These system requirements are divided into the following four categories: a) Orbit

characteristics: b) -Radar  system characteristics; c) Processor image quality requirements:

and d) Processing parameter requirements.
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2.1 Orbit Characteristics

The SIR-C radar is flown on the NAS.A Space. Transportation System (Shuttle) with the

followingo rbita]and  attitude characteristics:

1: Orbital C}laractcristics:

a) Nonlinal Altitude: 215 km +.25 km,

b) Eccentricity: <0.002

c) Inclination: ,57°

2. Position I}rror (3u ):

a) along-track: +3.048 Km

b) cross-track: +0.610 Km

c) radial: +0.5-t9 Km

3. \’clocity Error (30):

a) along-track: *().549  rn/sec

b) cross-track: 40.S8L1 nl/sec

c) radial: +3.353 m/see

-1. .Attitude  Error:

\feasurcrncnt  (3c7):

a) roll: +1.24°

b) yaw: *1.43°

c) pitch: +1.78°

Drift Rate (30):

a) roll: +0.03  °/see

b) yaw: +0.03 °/see

c) pitch: +0.03 °/see



2.2 Radar System Characteristics

The characteristics of the SIR-C synthetic aperture radar are listed as follows:

1.

9-.

3.

4.

5.

6.

i.

Radar Transmit. Center Frequency:

a) 1,- Ila]]d (20 IIIIz Bandwidth): 1248.6261 +0.1 \lHz

b) 1,-Band (10 \lI]z Bandwidth): 1254.2947+  0.1 MHz

c) C-Hand  (20 \lHz Bandwidth): .5298 .36693:0.1 \lHz

d) C-l]and  (10 \lHz Bandwidth): .5304,03 .56+0.1 iklllz

}’olarization:

a )  Sirrmltaneous  HI1. IIV, \“Il. \J’V

b) Cross Polarization Isolation: > ?0 d~

Ar]tenna Boresight .-!lignn]ent (10):

a) 1,11 to LV: < 0.020° in azinluth,  ~ O.1° in elevation

b) CII to C\r: <0.005° in azimuth, <0.1° in elevation

Incidence Angle: 17° - 63°, rnaxirnur:l  incidence angle for the quacl-polarization  nlode:

45°

Swath \Vidth:

a) Xlininlum  Ground Swath: 15 Km

h) \laxinlum  Ground Swath: 90 Km

Noise I;quiva]ent  ao:

a) I.-Band: -40 dB at 50°

b) C-Band: -36 dB at 50°

Range Chirp:

a) Slope: linear F\! down chirp

b) Bandwidth: 10+0.01  \l}Iz, 203-0.01 \lIlz

c) Pulse Duration: 33,8/16.9/8.44+0.01  micro-second

d) Real Sampling Rate: ?2.5 Jll{z (ST.41,0/4), 45.0 NIHz (STAI.O/2)
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8.

9.

10.

11.

12.

13.

14,

15.

16,

17.

18.

Data Sample Format: 4 bit, 8 bit or (8,4) BFF’Q

Electronic Timing Errol  ( la):

a) Absolute A/Ii Jitter  Error: 50 pico-second

b) Relatitc  .-~/11 Jitter Error: 1 nano-second

c) ~\ bsolute Electronic Delay q’irne  Error: 2!5 nano-second

d ) Relative Electronic I)elay “lime Error: 5 nano-second

Data Rate: 45 31 bits/see x -1 channels

I)ata Source: 111)1)?’  (Cassettes)

Data \~olume: 50 hrs x 4 channels

Pulse Repetition Frequencies: 16 values

( 1344.OHZ  1395.OHz 1 4 4 0 . 0 1 1 2  1488.OHZ
Nominal :

1512.0112  1620.oHz  1674!OHZ 1736.oHz )

(

]~40.0]Iz l~~omo~]z 1302.0]]2  1~60.()]]z,
Anomalous :

1S90.0112 1953,0112 2016.OHZ 2160.OIIZ )

Sq’.AI.0 ];requency:

a) STAI.0 Frequency: 89.994240 \lllz + TB1) Hz

h) STALO Drift Rate: <2 parts per million per year

c) ST.41.O  Drift Uncertainty: < 2!O%

Data Window Position Interval: 4.9780964- rnicro-sec.ond  (or 448/STALO)

Antenna:

a) Physical Size: 12.1 nl x 2,80 III for I.-[land, 12.1 m x 0.74 rn for C- BarId,  (12,1 m

x 0.40 m for X-SAR)

b) Radiated Power: 4.317 KW for 1,- Iland.  2.2S5 KW for C-Band

Dynamic Range:

a) Distributed I’argets: 20 dIl

h) Point Targets: 40 dl~

Or]e-Ilirncnsiollal  Impulse Response ISI. R: - 1? dIl overall, –14 d~ processor
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2.3 Processor image Quality Requirements

All

1.

Z.

3.

4,

5.

6.

i’,

the standard image data products shall meet or exceed the following specifications:

Spatial Resolution Broadening:

a) Range: < ?O%

b) Azinlutll: < 20%

PS1,R:

b) .4zirnuth: < – 1 7  ctB

lSLR:

a) Range: < –]4 d13

b) Azimuth: < –14 dH

Azimuth .4mbiguity  to Signal Ratio (ASR): < –20  d13

Swath Width:

a) Nlinimurn  Ground Swath: 15 Km

b) Jlaxirnurn  Ground Swath: 90 Km

Radiometric  .4ccuracy (Science Goal):

a) Relative Cross-Swath (lcr): ~0.2  dI~

b) Relative Band-to-  Bar]d (lo):  3.1.5 d}]

c) Relative Channel-  t~(;harlnel  (la): +1,0  d]]

d) Absolute Each Channel (3cJ):  +3,0 dIl

Geometric Accuracy (30):

a) Absolute Location: <100 m

b) Registration:

]’ol-to-pol: < 1/8 pixel

Dand-to-band:  < 1/8 pixel

c) Georrletric Rectificatic)n:

Scale: < 0.1%

Skew: < 0.1%
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2.4 Processing Parameter Requirements

‘l’his section summarizes processing parameter analysis results based on the given orbit and

radar system characteristics.

2.4.1 Doppler Hounds

‘Table 2.1 shows the Doppler Louncls of the SIR-C I,- band, C-band and the X-S.AR at 57°

inclination angle.

2.4.2 Doppler Drift Rates

Table 2.2 shows the worst case along-track and cross-track Doppler drift rates  of the SIR-C

1,-band, C-band  and the X-SAR at 57° inclination angle.

2.4.3 Doppler Update Rate

“1’able 2.3 shows the worst case alc)ng-track  and cross-track Doppler update rates of ttte

SIR-C L-band, C-band and the X-SAR at 57° inclination angle. The update criteria are

a) 10YC P13W for the Doppler centroid;

b) 1 /7”2 (~/4 quadratic phase error) for the Doppler frequency rate, where 7’ represents the

full synthetic aperture ti]ne.

2.4.4 Range Migration Extent

Table 2.4 shows the maximum range walk and range curvature of the SIR-C L-band. C-

Land and the X-SAR at 57° inclination angle for high resolution mode (20 MI17.  rat~ge chirp

bandwidth) and low resolution mode (10 hfllz range chirp bandwidth).

2.4.5 Synthetic Aperture ‘1’ime

Table 2.5 shows the synthetic aperture time and length of the SIR-C L-band, C-band and

the X-SAR at 57° inclination angle,
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Doppier Bound
SIR-C SIR-C

L-BAND C-BAND X-SAR

Fd (FJ’J i 5300 f 22000 * 39800

Fr (Hz/sec)[21 2100, 800 8700 , 3400 15800, 6100

Table 2.1: Doppler Bounds for the SIR-C L-band, C-band and the X-SAR at
57” inclination angle.
[1]: High Iook angle.
[2]: Low, anti high Iook angles,

Doppler Drift Rate SIR-C SIR-C
L-BAND C-BAND

X-SAR

ALONG-TRACK
[3]

‘d (Hzlsec) 5 7 2 3 6 4 2 8

F r  (Hz/sec2 )  ‘2 ] 0.03, 0.01 0.12, 0.04 0.23, 0,08

CROSS-TRACK

Fd (Hz/Km) [21 78, 3 325, 13 587, 23

Fr (Hz/sec/Km)[2] 6.7, 1.1 27.9, 4.6 50,4, 8.3

Table 2.2: Worst case Doppler drift rate for the SIR-C L-band, C-band and
the X-SAR at 57° inclination angle,
[1]: High Iook angle.
[2]: Low, and high look angles.
[3]: 45° look angle.
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Doppler Update Rate

ALONG-TRACK

Fd (see) ‘3 ]

Fr ( se c)
[2]

CROSS-TRACK

‘d (m) ‘2]

Fr (m)[21

SIR-C
L-BAND

2.63

43, 21

641, 16667

194, 189

SIR-C
C-BAND

0.63

181, 87

154, 4007

807, 786

X-SAR

0.35

326, 156

85, 2216

1459, 1421

Table 2.3: Worst case Doppler update rate for the SIR-C L-band, C-band
and the X-SAR at 57° inclination angle,

[1]: High Iook angle,
[2]: Low, and high look angles.
[3]: 45° look angle.
[4]: fd errcjr budget: along-track: 6°% DBW; cross-track 2% DBW;

clutterlock:  2°/0 D B W .
[5]: fr (quadratic phase) error budget: along-track: n/16;

cross-track: x/1 6; autofocus: Z/a.

RMGE
WALIVCURVATURE: SIR-C

(BINs) L-BAND

10 MHz (13.4 m) 72/2.1

20 MHz (6.7 m ) 144/4.3

SIR-C
C-BAND

17/0.12

35/0.25

X-SAR

10/0.04

19/0.08

Table 2.4: Maximum range walldrange  curvature for the SIR-C L-band, C-band
and the X-SAR at 57° inclination angle.
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SIR-C SIR-C
L-BAND C-BAND X-SAR

TIME (see) 0.425 - 1.545 0.102 - 0.371 0.057 - 0.205

LENGTH (pulses) 571 - 2638 137 - 645 76 - 357

Table 2.5: Synthetic aperture time and length for the SIR-C L-band, C-band
and the X-SAR at 57° inclination angle.
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3. DATA CHARACTERISTICS

This section defines the SIR-C GDPS nput  data run format and output da a product format.
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3.1 Input Data Run Format

The data format of a SIR-C nominal recorded data acquisition sequence is

3.1. It is composed of three data sequences: a) turn-on  sequence; b) Data

shown in Fig.

take sequence:

and c) Turn-off sccluence. Each segmerlt in turn-on and turn-off sequence is one second

duration,

2 .ere arc tu’o types of turn-on sequence format: BITE and no BITE.  The RI1’E format

consists of the following data segments for a total of six seconds.

a) One second Receive on]]” Seise data:

b) One second Caltonc  Scan data;

c) One second LNA data;

d) One second IIPA data;

e) One second PRF’A data;

f) One second PRF~ data.

‘I’he no I~ITE fornlat  consists of the following data segments for a total of six seconds.

a) Four second Receive Only Noise clata;

b) One second PRI’A data;

c) One second PRFB data.

I’he data take sequence contains the raw signal data acquired using l)R1l;  for an average

duration of 8.5 minutes.

3’}~e turn-off sequence data consists of the following data segments for a total of six seconds.

a) One second PRFB data;

b) One second PRFA data;

c) Four second Receive Only Noise data.

The null-line data used for estimation of the shuttle roll angles are inserted at every second

time ticks.



w

Null-Lines at every one second time tick

Turn-On Squence / /  L!ence Turn-Off Sequence

CAL

F&

LNA
BITE

F&J

I

1H P A  RF
BflE A

F&

PI+ KN Rw

Fig. 3.1: SIR-C input data run format. Each segment in turn-on and turn-off sequence is 1 second duration.

RON: Receive Only Noise, LNA: Low Noise Amplifier, HPA: High Power Amplifier, CAL scan: Caltone  Scan.



3.2 Data Products Definition

Operations of the SIR-C GDPS  are planned as follows, where the key milestones are sched-

uled relative to the completion date of the mission, It is assumed that the tape duplications

are clone in the first tw’o weeks post mission (at the KSC. not by the GDPS)  and the first .

tape \vill  be available to the (;DPS team two week post mission. The SIR-C GI)PS  check-out

tvill  start two week post mission or upon the reception of the first tape and last for a ‘period

of six weeks. The Phase 1 operation will start upon the completion of GDPS  check-out, or

the beginning of the 9th wec}c post nlission,  and continue until the end of the 20th week post

lnission  for a period of twelve weeks. lhe Phase 2 operation will start upon the coh~pletion

of P})ase 1 operation, or the beginning of the 21st week post mission, and continue until four

weeks prior to the second fli~~ht.

‘1’he SIR-C output data products include:

1. lrnage Data Product

(a) Survey Image Product

(b) Standard h4ulti-Look  Dctcctcd  Image Product

(c) Standard Multi-Look Complex lmagc Product

(d) Standard Single-Look Complex Image Product

2!. Reformatted Signal Data  Product.

“1’}le throughput requirements are as follows:

1.

9-.

Phase 1 operation:

Generate 24 Survey Ima~e Products and 5 Standard Single-Look Complex Image Procl-

ucts pm week.

Phase 2 operation:

Generate 8.5 Multi-Look Detected Irrlage products, 10.5 Multi-Look Corrlplcx  In)age

Products, 1 Single-Look Conlplex Inlage  Product, and 1 Reformatted Signal Data Prod-

uct per week.

]mage quality specifications including requirenlents  and

put image product are shown in [5]. The data products

-14-

estimated performance of each out-

are defined as follows:



1. Survey Image Product:

(a)

(b)

(c)

(d)

(e)

Description: strip inlage, 4-look,  detected,  deskew4,  ground range, * 100mrcso]u-

tion, 50 m pixel spacing, single-frequency, single-polarization

Data Format: S bits amplitude per pixel

Product Run Duration: entire data take with an S.5 minute average length (* 3S00

Km)

Throughput: 24 runs per week for 12 weeks during Phase 1 operation

Lledium: CD- ROhl (distributed to l]ls),  CEOS formatted tape, strip thermal  print

image (the last two archived in the Radar I)ata Center, not for distribution to PIs)

2. Standard \lu]ti-Look Detected Image Product

(a)

(b)

(c)

(d)

(e)

Description: frarrle inlage, nlulti-look,  detected, deskewed, ground range, 12.5 m

pixel  spacing, Q5 m resolution  jrl azirlluth, 25 m or natural resolution in range,

single-frequency, single-polarization

I)ata Format: 16 bits amplitude per pixel

Product Run Duration: * 15 seconds (100 Km)

Throughput: S.5 runs per week for 40 weeks during Phase 2 operation

\fedium: CEOS forxnatted tape, frame image priht  (the photoproduct  is reduced

from the digital product to fit onto a single print paper)

3. Standard Multi-Look Complex Image Product

(a) Description: “frame image, multi-look, complex polarirnetric  data, deskewed, ground

range, 12.5 m pixel spacing, 25 r]] resolution in azimuth, 25 m or natural resolution

in range, single-frequency, dual-polarization or quad -pc)larization

(b) Data Format: compressed cross-products, Dual-polarization: 5 bytes per pixel,

Quad-polarization: 10 bytes per pixel

(c) Product Run Duraticm: * 15 seconds ( 100 Km)

(d) Throughput: 10.5 runs per week for 40 weeks during Phase 2 operation

(e) Medium: CEOS formatted tape, frame image print (the photoproduct  is reduced

from the digital product to fit onto a single print paper)
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4, Standard Single-Look Complex Image Product

(a)

(b)

(c)

(d)

(c)

Description: frame image, single-look, complex, deskewed,  slant range, natural spac-

ing, full-resolution, single-frequency, all polarizations

Data Format: compressed

Ilual-polarization: 6 bytes

Product Run Duration: *

scattering matrix, Single-polarization: 4 bytes per pixel. .

pet pixel, Quad-polarization: 10 bytes per pixel

8 seconds (50 Km)

Throughput: 5 rums per week for 12 weeks during Phase 1 operation, 1 run per week

for 40 weeks during Phase 2 operation

\fediurll:  CEOS fotmatted  tape, frame ill~age  print (the photoproduc.t  is reduced

from the digital product to fit onto a single print paper)

5. Reformatted Signal I]ata Product.

(a)

(b)

(c)

(d)

(e)

lhxcription:  SAR signal data, radar, platform and processing parameters

Data Format: 8 bit unpacked and DWP shifted data with original raw data header

and CEOS standard header to include decoded parameter values

I’roduct  Run Duration: ~ 8 seconds (5o Km)

Throughput: 1 run per week for 40 weeks during Phase 2 operation

\ledium:  CEOS forlnatted  tape
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4. lNITIAL PROCESSING PARAMETERS GENERATION ALGORITHM

The initial processing parameters generation algorithm is used to

(a)

(L)

(c)

Generate initial Doppler paranwtcrs  from the ephemeris data;

Detmnlinc  the-image latitude and longitude; and

Generate paranleters necessary to initiate the data processing and parameters used to

interpret the image data.

‘1’hc algorithm presented in this section is organized as follows: a) Definitions of coordinate

systcrlls, arlgles, rotations and radar attitude modes; b) Coordinate transformation; c) Initial

Doppler predicts: d) lrnage latitude and longitude location deternlination;  and e) Processing

pararlleters  and image parameters determination.
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l,et us use the following notations:

~~, = (~s, Ys, Zs ): spacecraft position vector in the geocentric coordinate system;

\~, = (Vr3, Vy., VZ3): spacecraft velocity vector in the geocentric coordinate system;

J{t: target position vector ill the geocentric coordinate system;

lj: target  velocity- vector in the geocentric coordinate system;

R,t: sensor-to-target position vector;

l~i: sensor-to-target velocity vector;

.4s~: sensor-to-target acceleration t’ector;

1<,: earth radius at the equator;

I{P: earth radius at the polar region:

0: longitude;

O: latitude;

h: sensor altitude;

~d: I)oppler  centroid frequellcy;

j,: I)opplm frequency rate;

A: wavelength;

c: speed of light;

1~: range chirp bandwidth;

~’}]lb’:  processing bandwidth;

I)H”P:  data window position;

nP: number of pulses in the air;

j,: range complex sampling rate;

.Y,: number  of range samples;

T~: e]cctrorlic  delay;

Oy, Op: roll, yaw and pitch rotation

antenna mechanical tilt angle;

antenna electronic steering angle;

antenna look angle;

antenna elevation angle;

azimuth squint angle;

slant range.

angles;
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4.1 Definitions

4.1,1 Spacecraft-Centered Local Coordinate System

I’he origin of the spacecraft-centered local coordinate system is defined to be the center of

the mass of the spacecraft. The Z-axis is pointing downward to the earth center, i.e..

‘1’}~e Y-axis is pointing to the right, perpendicular to the plane determined by Uz and V,,

1.(?.,

U* @ V8

‘y= ]u2@v,l  ‘

where “@“ re~]resents the cross-product (outer-product ) operator. The .Y-axis completes the

rig}lt-handed coordinate system, i.c,

U r == Ug ‘@ Uz .

4.1.2 Shuttle Body Coordinate System

‘1’he origin of the shuttle body coordinate syster;l is defi!led  to be the center of the n)ass

of the space shuttle. The positive Z-axis is defined to be pointing downward. The positive

X-axis is parallel to the vector from the center of mass to the nose of the space shuttle. The

positi~’e Y-axis is parallel to the right wing.

4.1.3 Geocentric Coordinate Systems

There are a number of geocentric coordinate systenls used by the SIR-C. They include:

(a) Aries mean of 1950 coordinate systenl;

(b) Earth mean equator and equinox of epoch coordinate system; and

(c) Greenwich true of date coordinate system.

The first two coordinate systems are inertial, The Im,t one is rotating, For the SIR-C, the

Greenwich true of date coordinate system is used by the header subcommutated  data. The

Earth mean equator and equinox of epoch coordinate system is used by the MOS ephemeris

file. The ephemeris parameters provided in the PATH tape are recorded in several coordinate

systems. The .4eries nlean of 1950 coordinate system will be used by the SIR-C.

-19-



The Aries mean of 1950 coordinate system is defined as follows:

Origin: The center of the Earth

Ijpoch: 2433282.423357 Julian date

X-J’ plane: The mean equator of epoch

X-axis: Directed towards the nlean  of vernal equinox of epoch

Z-axis: I)irected  along the Earth’s mean rotational axis and is positive north

Y-axis: Corrlplctes  a right-handed coordinate system.

The Earth mean equator and equinox of epoch coordinate system is defined as follows:

Origin: I’he center of the Earth

Kpoch:  TBD Julian date, to Le provided by the hfission  Operations Subsystem

X-Y plane: The mean equator of epoch

X-axis: Directed towards the mean of vernal equinox of epoch

Z-axis: l)irected  along the Earth’s mean rotational axis and is positive north

Y-axis: Corr]pletes  a right-handed coordinate system.

“1’he Greenwich true of date coordinate system is defined as follows:

Origin: The center of the Earth

X-Y plane: l’he  Earth’s true of date equator

X-axis:  Directed towards the prime nleridian

Z-axis: Directed along the Earth’s true of date rotational axis and is positive north

Y-axis: Completes

4.1.4 Earth Model

a right-handed coordinate system.

The Clarke 1866 oblate  ellipsoid model is selected, which is

X2 -1 y~ 22-—
~(; +~= 1.’

where



Rp = 635 fi583.8 m

j=_!_
294.98

J = zf . . j~ = 0.006768658.

4.1.5  Roll,  Yaw and Pitcl~  Rota t ions

‘l’he roll is the rotation around the .Y-axis of the shuttle body with right rotation defined as

the positive direction. The yaw is the rotation around the Z-axis of the shuttle body with

right rotation defined as the positive direction. The pitch is the rotation around the }’-axis

of t}le  shuttle body with up rotation defined as the positive direction. For the SIR-C, the

shuttle maneuver is confined to the rotation sequence of pitch-yaw-roll, The zero attitude

is defined  to be that the shuttle nose is directed forward and the shuttle bay is directed

up away from the earth center. I’he attitude maneuver is controlled to provide a 26° angle

between the positive Z-axis of the shuttle. body and the nadir vector.

4.1.6 Mechanical Tilt Angle

The llwchanical tilt angle, Or, is defined to be the angle between the antenna panel and
shuttle cargo bay (,J’-}’ plane of the shuttle body). For the SIR-C, the antenna mechanical

tilt is achieved by mechanically rotating the antenna about an axis fixed to the right hand

side of the payload bay when facing forward. The nlechanical tilt angle is fixed to be l~O.

4.1.7 Electronic Steering .Angle

I’hc electronic steering angle, 0s, is defined to be the angle between the antenna Loresight

vector and the vector perpendicular to the antenna panel. The downward steering is defined

to be the positive direction, The maxirnurn electronic steering angle is confined to be +23°.

4.1.8 Antenna Look Angle

The antenna look angle, t?L, is defined to be the angle between the antenna boresight (peak

gain) and the .Y-Z plane of t}]e shuttle body.

4.1.9 Radar Attitude Mocles

The SIR-C }las two nominal radar attitude modes:
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(a) Minus Z-Local-Vertical ( - ZLV) mode or nose forward mode: nose aligned to the ~elocity

vector, payload bay to~~ards the earth center of mass, which results in a left-looking

antenna; and

(b) Positive Z- I,ocal-Vertical  (+ ZLV’) or tail forward mode: nose opposite to the velocity

vector, payload bay towards the earth  center of mass, ~vhich results in a right-looking -

antenna.

Under special conditions, the non-nominal attitude nlode may be required, for which case

the pitch, yaw and roll angles will be available to the processor.

‘1’hese radar attitude modes results in right-looking and ]efc-]ooking  antenna. ~’he right-

looking image is adopted as the standard image display format. The flight direction is

ctdiriecl  to be from left to right. I’he range direction is defined to be from top to botton).

4.1.10 Effective Antenna 130resight  Vector

‘1’he effective antenna boresight vector is determined by the mechanical tilt  angle, electronic

steering angle and shuttle attitude (pitch-yaw-roll rotation sequence).

4.1.11 Off-Nadir Look Arlgle

The off-nadir look angle is defined to be the angle between the antenna boresight vector

and the nadir vector (the positive Z-axis of the spacecraft centered coordinate systen]).

‘1’hc positive elevation angle is defined to be right looking. Iror the SIR-C, following the

llwcharlical  tilt and shutt}c  attitude rotation, the antenna boresight  is directed 40° off the

nadir vector. \$’ith the electronic. steering angle,  the resultant off-nadir look angle  will range

between 40 ~ 23°.

4.1.12 Azimuth Squint Angle

‘1’he azimuth squint angle is defined to be the angle between the effective antenna boresight

vector and the zero- Doppler hyperpla[le. g’he positive azimuth squint ang]e direction is

cicfined  to be forward (velocity direction).



4.2 Coordinate Transformation

4.2.1 Local and Geocentric Coordinate lYansformation

The key step is to express the unit vectors of the local spacecraft-centered cc)ordinate  system

in the geocentric. coordinate system.

Uz @ [1’’rs! V’ys , VZJ

IU2 @ [vr~ V’y, , Vz,]fl

Uy @uz——
Iuy$tluzl”

I.et (z’, y’, z’) be a vector in the spacecraft-centered local  coordinate system and (x, y, z ) be

the associated vector in the geocentric coordinate system. These two vectors are related by

4.2.2 Polar and Cartesian Coordinate l’ransformation

4.2.2.1 Polar to Cartesian Coordinate ‘hansformation

I.ct (r, y, z ) be a vector in the Cartesian coordinate system. Let R be the magnitude of this

vector, 4 (latitude) be the angle between the vector and the .Y-Y plane and O (lorlgitude)

be the angle between the projected vector on the .Y’-Y plane and the positive A’ axis.



4.2.2.2 Cartesian to Polnr Coordinate Transformation

Again let (Xt,yt,Zt)  beavcctorin  the Cartesian coordinate system (a target on the earth

surface). Let O represent the longitude and

target toccnter

3’he geocentric

of the earth) is

f{, =

atitude is

I’ositiI’c 0 nmans nor

the latitude. The local earth radius (from

d= sin-l*.

h latitude. Negative  o means scmth latitude. The !ongitude is

Positi~e O means east longitude, Negative O means west longitude.

4.2.3 Geocentric and Geodetic Coordinate Transformation

1.et d be the geocentric latitude and d~ the geodetic latitude. ‘They are related by

[

1
@9 =  tan- ] 1(~_e2)t@  “

4.2.4 Inertial and Rotatix]g  Coordinate fiansformation

The inertial and rotating

conversion between the O

systems are related bv the angle between the twc] X-axis’s or the

angle (longitude).

o Incrilal  = 6’ro ta t ing - t  Oojj,et

= ~rot.ttng + Qrej + ‘Jet ,

where O :ncrtta/  H the IOwtude  of the lnertlal  coordinate system, ~rototing the longitude of

the rotating coordinate system, Or,j the angle between the positive X-axis of the rotatirlg

systenl  at a selected reference time and the inertial system, f the elapsed time in days since

the reference time and UJC(= 360.98562960/day) the earth rotation rate.
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4.3 Initial Doppler Predicts

4.3.1 Near Range Slant Range

I.et us use the following notations:

i: range pixe] index  or wxirrmth  line

fn,i~(i):  time since Doppler centroid

index, where O s i s A’, – 1;

that gives the minimum range migration;

Jd(i):  Doppler centroid of the ith azimuth line;

~,(i): Doppler frequency rate of the ith azinmth  line, where ~r(i) < O;

11: length of the interpolator used for range migration compensation; and

lQ: length of the range interpolator used for geonwtric  rectification.

‘1’he slant range, measured  from the center of the aperture, of the first range sample prior to

range compression is determined by the number of pulses in the air, data window position

(DWP,  including DWP fills) and electronic delay time.

~’he slant range, measured from the center of the aperture, of t}w first range pixel following

the range compression stays the same.

It can be shown that for each azimuth line,

Let imin be the minimum number of i such that

The slant range, measured from the center of the aperture, of the. first range pixel following

the azimuth compression is



and the slant range, measured from the fli~ht track, is

The slant range. measured fxonl the center of the aperture, of the first range pixel

the geometric rectification is

and the slant range, measured from the flight track, is

~lJr(znlln)l

4.3.2 Antenna Look Angle

The antenna look angle prior to shuttle rotation is

0[, = o~ i 0s .

4.3.3 Antenna Unit Pointing Vector

l’he antenna unit pointing vector prior to shuttle rotation is

()op“ = Sin ~L
— COS  ~L

The pointing vector following the shuttle pitch-yaw-roll rotation sequence become

fo

!s

)

P“

‘ing -



4.3.4 Off-Nadir Look Angle

The off-nadir look angle is

o~ = Cos -lp’z .

4.3.5 Left-Looking and Right-Looking

If ~JY >0. the antenna is tight-looking. Else, it is left-looking.

4.3.6 Azimuth Squint Angle

‘1’he azimuth squint angle is approxinlately

4.3.7 Range Equation Solution

I,et us transform the unit pointing vector from the local spacecraft-centered coordinate into

the earth-centered coordinate system.

‘=()= ’’()=(”r ‘y ‘2)()
where T represents the transformation. Normalize p

‘=”6”
The target position is expressed as



where R, representing the slant range, is determined as follows.

l{eformulate  the equation. \Ve have t})e following quadratic equation

c) r

‘I he slant range is

I’hc target velocity is

Calculate the slant range error

AR2 +- l?R -t c = o .

A R  = r,l – R

The associated elevation angle difference is approximately

where the incidence angle is

lvith [Rtl and /Rnl representing the earth radius at the target and the nadir respectively,

Update  the look angle

of, = Of, -1 (sgn)A9~  ,

where “sgn = +“ for both  nose-forward and tail-forward attitude modes.
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The new look angle is used to regenerate the antenna pointing vector and solve the range

equation iteratively until AR is less than a preset threshold.

4.3.8 Doppler Parameter Ca]cu]ation

“1’he Doppler centroid  is

where “ c“’ represents the dot-product (inner-product) operator, The Doppler frequency rate

is

The same procedure is repeated to generate the Doppler parameters across the range. These

parameters are quadratic fit in range to generate three polynomial coefficients: constant,

lirlear and quadratic.



4.4 Image Geodetic I,ocation

The image location is determined by solving the range-Iloppler  equations. The  given param-

eters are sensor position/velocity vector, slant range, earth model and processing Iloppler

ceIltroid  frequency

4.4.1 Range-Doppler Equation Solution

.411

a)

b)

c)

d)

e)

f)

~)

h)

i)

J)

approac})  to solve the range -I)oppler  equations is summarized  ~s follows:

Range loop:

l)etern]ine  the target position vector based on the the antenna pointing vector;

Calculate the slant range error;

‘liranslate  the slant range error into the look angle;

~~pdate  the an

Iterate a) to d

.\zimuth  loop:

enna pointing vector;

until the slant range error is less than a preset threshold:

Calculate the Doppler frequency based on the sensor and target state vectors;

Calculate the Ijopplcr  frequency errors at near and far range. If the Doppler errors are

less than a preset threshclld,  stop. Else, continue.

Translate the Doppler frequency errors into yaw

l.pdate  the antenna pointing vector;

Go to the range loop.

One approach to solve

discuss an approach to

the range equation is shown

solve the I)oppler  equation.

and pitch angles;

in Section 4.3,7. In the following we

4.4.2 Doppler Equation Solution

Let jd represents the Doppler centroid  estimate obt,ained  from the clutterlock  algorithm

and j: the Doppler based or[ the sensor and target state vectors. The DoPP1er frequency

difference is

~jd = jd  –  j;
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By using the near and far range Doppler errors the yaw and pitch angles can be obtained.

Recall t}lat the antenna pointing vector is

()P:

P’==  P; .

P:

l~ollowting  the rotation of small yaw and pitch, the new antenna pointing vector is approxi-

~llately

\ – AOP ‘: -t p’, )

For small yaw and pitch errors, the azimuth squint angle can be approximated by

AOA z A~/z

z - AOy p; -1 *6P ‘;

So, the yaw and pitch angles can be solved by the two equations

(-p;)A@ + (P:)*~P  = -

established at near and far lange.  The yaw and pitch angles

antenna pointing vector.

are then used to rotate the
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4.5 Other Processing And Image Related Parameters

4,5. ] Resolution and Pixel  Spacing

T}le slant range resolution is

W,+,
tvhere c represents the speed of light and B the range chirp bandwidth and k~ the range

Lroadenirlg  factor. The grou!ld  range resolution is

6, =kr — ‘—....——-
~f)(Sln ~]) ‘

where 01 represents the incidence angle. The azimuth resolution is

~vhere hj~, represents the swath velocity, 1’}IIV the azimuth processing bandwidth and k.

the azimuth broadening factor. The processing bandwidth is generated M a function of PRF

to meet the azimuth ambiguity requirement.

‘1’}le natural range pixel spacing is
c. _Ar = ~j3 ,

\v}]ere  J9 represents the range complex samplirlg  rate. I’he natural azimuth pixel spacing is

For the SIR-C standard processor, there are t}lrce  standard image products:

(a) Single-Look Complex lrnage Product;

(b) \lulti-Look  Detected Image Product; and

(c) hlulti-Look  Complex Image Product.

The Sing] e- I.ook Complex Image Product is represented in the s]ant range domain. ~he

Multi-Look Image Product will be resanlpled to equal  spacing in the ground range dorllain.

The azimuth resolution is selected to be 25 rlleter and the range resolution is either 25 m or

natural if greater than 25 m. T’he pixel spacirlg  is selected to be 12.5 m.



4.5.2 Swath ~uncation

The procedure to determine the ShJR swath width is as follows:

(a)

(b)

(c)

l) CtCCIIUne  the illumination swath width based on the SNR estimate and range antenna -

pattern. .-4 6 clE~ SNR end-to-end variation will be adopted as the default cut-off value.,

An option is reserved for manual cut-off value,

Deterrninc  the data rate Iirrlit  swath based on the data rate, PRF, pixel spacing and

target incidence angle.

‘1’he effective swath width is the minimum of t}le two swath widths.

4.5.3 Swath Velocity

‘1’he swath velocity is

I’:u ==
/R,l

l~”s  ‘“- Ml,l{n, + ~ Cos(o{ –- (?E) ,

w}]crc  If{t I and \Rn I represent the local cart}l  radius at the image center and the nadir

respectively and h the sensor altitude.

4.5.4 Incidence Angle

The incidence angle is

~~ = 180° – COS — ———
_.1 fl +  lRt/2  –  ([Rnl  + h )2

.—. — .

~r,l lf?~ I

4.5.5 Azimuth Squint Angle

The azimuth squint angle is approximately

4.5.6 Track Angle
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The track angie is defined to be the angle between the swath velocity and the local north

direction. It isderived as follows. Thelocalcmt  direction is

( o

0

1
u), == —

(

o

0

1

and the local north direction is

@ fit

——

U,$r z \R; @u;:l  “

l’he local track vector (or equivalently the track angle) is

where superscript “t” represents transposition

4.5.7 Illumination Angle

“1’he  illumination vector (or equivalently the il]unlination  angle) is defined to be the projection

of the effective antenna boresight  vector on the UE-UN plane. It is calculated as fol]owfs.

()u>; ~
UI ==

u ‘N
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5 .  TURN-ON AND TURN-OFF SEQUENCE PROCESSING ALGORITHM

The turn-on and turn-off sequence data areinscrted  at the beginning and end of each data

take, They are used for radicmletric calibration and PRF ambiguity resolution purpose.

T}IC }lJTI~  turrl-on sequence data consists of the followtirlg  data segnlents for atotal of seven

seconds. The first second of the I’RFC  data is included for PRF ambiguity resolution.

(a) One second Receive Only Noise data;

(b) One second Caltone  Scan data;

(c) One second I,FJA data;

(d) One second HPA data;

(e) One second 1’R1j data;

(f) One second PRF’R data;

(g) one second PRI~. data.

“1’he no- BI’l’E turn-on sequence data consists of the fc}llowing  data segments for a total of

sc~’er] seconds.

(a) f:our seconds Receive Only Noise data;

(b) One second PllJ~ data;

(c) One second PRFB data;

(d) One second PRI~ data.

I’he turn-off sequence data consists of the following data segments for a total of seven seconds.

I’}le last second of the I’RF’C data is included for PRF ambiguity resolution,

(a) one second P R FC data ;

(b) One second PRFB data;

(c) One second PRFA data;

(d) Four second Receive Only Noise data.

The PRF (except for the PRF scan data), radar mode and data representation of the turn-on

and turn-off sequence data arc the same as those of the nominal data take. All the channels
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of the receive only noise data and the caltone  Scan data will be processed for parameter

estimation. The LNA and the IIPA BITE data will be saved to disk files and prosed to

the Calibration Subsystem for further processing. For the PIW scan data, only the channel

selected for survey processing is processed to resolve the PRF ambiguity.
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5.1 Receive Only Noise

Thc Receive Only Noise (RON)

noise data gain. The processor

data is used to estimate the noise power and the processor

noise data gain is used for absolute calibration. It is only

computed for a lirliitcd  number of data takes.

7’}le procedure to estimate the noise power is as follows.

(a) Estinlate the noise power by calculating the mean power of the data san]plm acquired

during the turn-on and turrl-off RON period.

‘1’lle procedure to estimate the processor noise data gain is as follows.

(a) I’recess the RON data of the turn-off sequence into irna.ge data using the reference

functions and window functions employed by the standard processor;

(b) Calculate the power of this image (processed noise) data; and

(c) Calculate the processor noise data gain, which is established as the ratio of the noise

power after and before tile data processing.

For the SIR-C processor, a block of 512 by 512 samples pcr polarization is sufficient to deriic

a noise power estimate with an uncertainty less than 0.12 dB.



5.2 Caltone Scan

“1’he calibration tone is injected into the front end of the SIR-C receive electronics (excluding

the antenna). It is coherent with the PRF and is set 6 dB below the expected signal level

durillg the data take and 6 dB below the full scale of ADC during the turn-on sequence. The

caltone  scan data consists of 11 caltone  frequency positions with the oscillator dwelling on

each positicm  for 64 pulses, independent of the PRF value. The caltone  scan data are used

to cstirnatc  the gain variation across the range spectrum.

‘1’lle caltone  scan data processing procedure is described as follows.

(a)

(b)

(c)

(d)

(c)

Ior

Separate the relevant cal tone scan data into 11 segments each of a unique caltone fre-

quency:

I’erforrn co}lerent  sum of the range line data within each segment;

Pad tile range line data Iy the rernaitling caltonc signal;

l’ourier  transform the sul~l of the range line data to obtain range spectra; and

Estimate the caltone  gain and phase from the correct Fk’1’ bin of each segment.

t}lc SII{-C processor, it is sufhcicnt to use the 2048 -poirlt  real FF1’ ancl 16 rarlge Iirlcs.

“1’}lis  ~vill induce a gain estimation uncertainty less than 0.01 dH and a phase uncertairlt)

less than 1 degree.
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5.3 PRF Scan

l})el]RF scan data corlsists  ofthrwseconds  ofdata,  each acquired using a distinct PRF,

These data are used to resolve the PRF ambiguity caused by a large antenna pointing error.

‘1’he I’RI; ambiguity is resolved in three  steps:

(a) Estimate the ambiguous Doppler centroid as a function of range for each PRF;

(L) Resolve the ambiguity as a function of range using these three ambiguous Doppler cen-

troid estimates; and

(c) Regenerate the (unambiguous) Doppler centroid  frequency for the PRIG.  segment as a

function of range. .Apply  a quadratic fit in range. Discard the outliers  which occur in

the range fit.

5.3.1 Ambiguous Doppler Centroid Estimation

Since the Doppler drift characteristics and synthetic aperture length are different for I,-band

and C-band, the procedure to estimate the I)oppler  ccntroid  is discussed separately below.

5.3. I. I C-Band

l’ot

the

(a)

(b)

(c)

(d)

the C-band, the standard preprocessing (clutterlock)  algorithm is applied to estirllate

Doppler centroid  of each data segment as follows.

Range compress the data using one quarter of the range chirp bandwidth. The following

range FFT length is selected:

Single-polarization: 16 K real forward F1’T and 2 K complex inverse FF1’;

Dual-polarization: 8 K real forward FFT and 1 K complex inverse FF’I’;

Quad-polarization: 4 K real forward FFT and 512 complex inverse FFT;

Azimuth compress the data using full synthetic aperture, La. Following the azimuth

compression, only the first 1’RF  – Lo azimuth pixels are retained. The azimuth 1~1:1’

length is selected to be 2 K;

Fourier transform the azimuth compressed data in azimuth (good data points only) using

1 K FFT;

Energy detect and averag,e the azimuth spectra;
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(e) Apply the energy balancing technique to estimate the Doppler centroid; and

(f) Iterate (b) to (e) until the estimate converges.

5.3.1.2 I.-Band .

I:or the I.-band, the Doppler

compressed data as follows.

(a)

(t))

(c)

(d)

Range compress the data

ccntroid is estimated using the azimuth spectra of the range

using one quarter of the range bandwidth;

Fourier transform the data in azirrluth  using 2 K FF1’;

E1lergy detect and average the azimuth spectra; and

Apply the energy balancing technique to estimate the Doppler centroid,

5.3.2 1’RIJ Ambiguity Resolution

let }’R~A,  p~~B,  and p}t~c be the

is assumed that the radar sequentially

rcxllains on PRF~,  for collection of the

tbrcw PRFs  used to resolve the I)CE ambiguity. It

dwells on PRF~ first, then PRFB and PRI~ ar]d

science data. The ~R~’A and pfiF’R represent two

additional PRFs employed solely to resolve the DCE ambiguity. Let ~~A, ~~~,  and ~~~ be

three ambiguous Doppler centroid  estimates (the baseband Doppler centroid  frequencies),

where O ~ ~dA < PRFA, O ~ ]d~  < PRFB , a n d  O < ~d~ < PRFC. T h e s e  a m b i g u o u s

estirrlates  are obtained from the clutterlock  algorithm.

I,et jdA, jd~, and jd~  be the unambiguous I)opp]er centroid estimates for these three unique

1’RE’s.  We now have

where kA, kB, and kc represent the ambiguity number. Ideally ~dA == jd~ == jdc. ]] OWeVer,

due to the DCIS error and attitude drift, these three parameters become random numbers.

The effect of the antenna drift rate can be partially compensated by utilizing the information

provided by the on-board attitude sensors, reducing the variance among jdA, jdf) and jd~ to
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factors only due to the DCE error and the unmodeled attitude drift. If we select the center

time of the blo~k of the data used to estimate ~~c as a reference, we can redefine

where dfi represents the Doppler drift between PR1’A and PRF’~ and cffi the drift betwcxm

f’}{~~~ and P R FC. Since’ the radar is assumed to operate in order of PRF,4,  P RFB and

~’RJ~:,  the Doppler centroid  estimate of PR& is chosen as the initial Doppler estimate to

reduce the potential Doppler drift error from the time the Doppler is estimated to t}le time

the I)oppler  is applied in data processing.

I@t (~d~,~,  .fd~ta, ) represent the interva! of the I)oppkr  centroid frequency error realized at
the worst case attitude error.

Under certain conditions, i.e., when the I)oppler  error is small compared to the PRP dif-

ference, an e~cient  approach can Le used to quickly resolve the ambiguity as shown in the

following algorithm.

fasi Ambiguity Resolution Algorithm jor PRFs of ArLitmry Numerical Values

I/et

APRF = PRFC – PR[’~
PRFB

“D =  APRF ‘

\v}lere nlB is a real number. It can be shown

wphcre “rnd”  represents the integer round-off operation. Since for a given i,

k~(i) = kc(i) + i ,

we can write



I (5B = j’~(;(i) - [kB(i) I’RFB  + h]

where it is chosen such that 16,4 [ ~ PRFB/2  and 16HI s PRI’c/2 and the optimal i is the

one that minimizes

I “ \\~e can then deterrlline  ~~ from

~A(i) =. ‘dC(;) -6 A  ‘ - -  ~~A——__—
PRFA

which gives us the’ unambiguous estimates

##

‘1’hc key step of the algorithm is the calculation of kC(i). It indicates that to quickly resolve

t}le ambiguity using the above algorithm, the error in ~d~ - ~d~ must be smaller than one-half

of AI’RF’.



6. SURVEY P~OCESSING AI@ ORITHM

‘l’he SIR-C survey processing algorithm is a burst mode processing algorithm. To attain

high throughput rate, the clata is hursted  in the azimuth direction with a duty cycle factor

equal to one quarter (and one half as a limited option). The data volume is further reduced -

in the range direction using  one quarter of the range bandwidth in the range conlpression.

‘l’he azimuth compression is performed using the dcrarnp F’F’T processing algorithm, also

known as the spectral analysis (S PHCAN)  algorithm. Following the azimuth compression, ‘

the along-track radiometric  compensation is used to compensate the scalloping effects and

the geometric rectification is used for fanshape resampling,  slant-to-ground range conver-

sion before the burst irnagcs  arc overlayed  into a strip image. Fig. 6.1 S}]OWS the suri.ey

~)rocessing algorithm flowchart.

‘J’he initial Doppler centroid  frequency is obtained from processing the PRF scan data

recorded in the turn-on sequence at the start of each data take. This Doppler centroid

frequency is tracked by a burst mode clutterlock  algorithm during the data processing. At

the end of data processing, the tracking accuracy is verified by comparing the I)oppler  cen-

troid frequency to that obtained from processing the PRF’ scan data recorded in the turn-off

sequence. Since the burst data volunle  is too small to produce an accurate Doppler frequency

rate estimate, the Doppler frequency rate is directly derived from the ephemeris data.
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Let us use the following notations:

1,.: full synthetic aperture length;

lb: burst length;

p :  iJllrSt  p e r i o d :  -

d: duty cycle;

n~: number  of looks;

.s: raIlge presum  factor;

.\”~: derarI]p FFT length;

60: azimuth resolution;

6,: range resolution:

fd: l)o~,pler  cer,troid frequent];

j,: Iloppler  frequency rate, j, < O;

}’lJIV: full azimuth processing bandwidth;

7’: full synthetic aperture tirm;

1): range chirp bandwidth;

~: pulse duration;

j,: range complex sampling rate;

bIJ: range chirp rate;

c: speed of light;

,!: ~vavelength;

1,: range reference function length;

\ ~(: sensor-to-target relative velocity;

hr: output range pixel spacing;

Ar: output azimuth pixel  spacing;

L: antenna length;

f(, n : Radius of the earth at the nadir;

/{,(: Radius of the earth at the mid-swath;

r,l:  near range slant range;

Ir’g: near range ground range;

h: spacecraft altitude;

0: azimuth squint angle;

1 ~: spacecraft velocity in

I;u): swath velocity;

the earth body fixed coordinate system;

n: processing block index, where n ~ O;

i: range pixel index before geolnetric  rectification;
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1“’: range pixel index after geometric rectification;

k: azirnufh pixel  index before geometric rectification:

k’: azimuth pixel index after geometric rectification;

C.’l:  distance in the along-track direction;

C?: distance in the- cross-track direction;

.f$]( i): l)oppl~r centroid  freqtlency of the ith range pixel in the nth block;
ji’’](i): Doppler frequency rate of the ith range pixel in the nth  block,  where ~~”]( i) < O;

‘n ]. I)oppler  centroicl  fr~qucncv  at the mid-swath in the nth block;fdn, “
~L~~: I)oppler  frequency rate at ‘the mid-swath in the nth block, where jj~ <0.
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6.1 Burst Design

3’}lc azinmth  resolution is determined by the burst length.

where ka represents the broadening factor. The equivalent

the number of bursts in the full synthetic aperture.

I
71[, =  = .

p

number of looks  is determined by

For the SIR-C survey processor, the baseline design parameters are selected as follows.

a) Lb = La/16;

t)) p = 1,./.1;

c )  (i= 1/4;

d) nI, = 4; and

c’) 6. = 166:, where A: represents

‘1’he data is bursted in the azimuth

the full azimuth resolution.

direction, i.e., the first ~,h range ]ines are transmitted and

the next 31.b range lines are suppressed, and so on. The same burst operation is repeated

until t}le end of data run. Some limited number  of survey runs will be processed by doubling

the range and the azimuth processing bandwidths to produce a higher resolution image.
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6.2 Range Walk Compensation

‘1’he range walk compensation is done in the time domain prior to range compression. No

interpolation is employed. ‘~’he precision of the range walk cc)mpensation  is one half of the

input range sample” spacing. I,et Jd,,, be the  Doppler  centroid at the nlicl-swath.  Also let -

“’rlld” represent the round-off operation. If Jdm <0, for the kfh range line, start reacling the

data from the ith sample, where

for 1 S k < ].6, 1.6 representing the nunlber of pu]s.es  in a burst. If ~~”, > 0, for the kth

range lir]e, start reading the data from the ifh sample, where

‘=r’’d[’%$-l
Recall that the input sample  is real for the SIR-C and 2j3

rate. The range walk compensation indices are initialized

represents the real data sampling

for every burst of data.
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6.3 Range Compression

6.3.1 Range Reference Fhnction

l’he range reference function for the theoretical range chirp is generated in the time domain

Usirlg  full ral~ge chirp bandwidth.

}](j) = .?_{h(r)}

~(r) = ~’Jdd’)

[ ;+$(;)2] ,o(r) =  27T j-o

fc)r O <r < L, – 1,  where

L, == j,r

for up-c}iirp and down-chirp lespcctively.  The SIR-C uses the clown-chirp,

‘] ’he s~)ikes  in the range spectrum, caused by caltone  signals and interference signals, are

suppressed. The existence of spikes in the range spectrum produces bright skewed li[les

ivhile the dcranlp  FFT processing algorithm is used as the azimuth compression algoritllnl.

(lnly  one quarter of the range bandwidth is used in the reference function Inultil)licatiorl.

“1’h.e portion of the range spectrum (the range processing spectrum) is selected to nlininlize

the effects of strong spike  signals.

‘1’he cosine squared plus pedestal function is selected as the weighting function to control

t}le sidclobe ratios. The peckstal  height is selected to be 0.45. The weighting function is

generated and multiplied with the reference function in the frequency domain.

No secondary range compression ,is required.

refercncc function. Thus, no range reference

the Doppler drift.

This results in a Doppler independent range

function update is required to accommodate
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6.3.2 Range Compression

The range compression is accomplished in five steps:

(a) Range FI?T each range line;

(h) I,c,catc  t}]c d a t a

(c) Range reference

within the range processing spectrum;

function multiplication;

(d) Ilaseband  shift; and

(e) l{ange inverse FI;2.

‘1’lle range FFT length is selected as follows.

(a) Sillglc-polarization:  forward FFT:  16 K real and inverse FFT: 2 K complex;

(h) I)ual-l)olarization: forwald  FII’’I’: 8 K. real alld inverse FF’T: 1 K complex;

(c) Quad-polarization: forward FF’T: 4 K real and inverse FF’T:  512 comp]cx.
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6.4 Azimuth Compression

6.4.1 Deramp Reference IWnction

The deramp reference function, representing the azimuth reference function, is generated

in the time domaih. Since there is severe  Doppler drift in both along-track and cross-

track directions, the azimuth reference function must be updated accordingly. The azimuth

reference function is updated every processing block in the along-track direct ion.” In the

cross-track direction, it is updated according to the specified update rate. The azimuth

reference function length, equal to the burst  length, is maintained constant in both along-

track and cross-track directions. ~’his results in a variable azimuth resolution in the range

direction.

‘1’hc azimuth reference function is generated as follows.

where

[( )PRF
d(r) == 27r .---j-- –  f~ (r}~~)+051jrl(#)’] ,

term compensates the quadratic phase terln  of the

point-target phase history, The f’RJ’/2 -- jd term shifts the antenna borcsight to the center .

of the burst  image.

Again. the cosine squared plus pedestal function is selected as the weighting function to

control the sidelobe ratios. ‘I’he pedestal height is selected to bc 0.45. The weighting function

is generated and multiplied with the reference function in the time domain.

The cross-track radiometric  correction vector is generated based on the range antenna pat-

tern, slant range, incidence angle, caltone  gain estimates and the range pixel shift as a result

of the shuttle roll angle drift,  This correction vector is multiplied with the azimuth reference

function in the cross-track direction.

6.4.2 Azimuth Compression

The deramp FFT processing algorithnl  is used as the azimuth compression algorithm. The
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azimuth FFT length, N~, is selected to be the minimum power of 2 that

equal to Lb. The azirrmth compression is accomplished in four steps:

(a) \lultiply  (no complex conjugate) the range compressed data by the

function in azimuth;

(t)) Zero pad the da ta  to  the  az imuth  FFT length ;  ancl

(c) Forward azimuth FFT the data.

is greater

deramp I

than or

.eference



6.s Along-ZYack Radiometric Compensation

Following the deramp processing, the intensity of the

the product of the target backscatter  coefficients and

data in the along-track direction is

the azimuth antenna pattern. This

azirnut}l  antenna pattern modulation phenomenon is also known as the scalloping effect. -

}{adiornetric  compensation is needed to remove this scalloping effect.

I.et the arllp]itude  of the two-way azimuth antenna pattern be W.(@), where d represents

t}le azimuth squint angle.  2’o reduce computational complexity, let us assume the folloiving

silriIJlc  collversion  between frequency and azimuth angle.

2VS(j= q-- d.

‘1’he  scalloping effect is compensated by multiplying the data by the ini~erse  of

W2 ( k ) == wa
[++3%’1

~vhcre O < k s ;VO – 1. ‘l’he number inside the brackets represents the azimuth off- foresight

angle.

53 -



6.6 Geometric Rectification

Following the deramp  FFT processing, the burst image is presented in the slant range-

Doppler domain. For convenience, the azimuth pixels are rotated so that the Doppler cen-

troid line always shows up at the center of the burst image. The geometric rectification -

algorithm is used to resample the burst image from the slant range-Doppler donlain into the

ground range along-track and cross-track domain ready for multi-look overlay.

The geometric rectification algorithm contains three major functions:

(a)

(b)

(c)

Fanshape  resampling:  Resample the image from the range-Doppler domain into a rect-

angular grid forn]at in the slant range domain;

Image deskew (or rotation): I)eskew the image into the along-track and cross-track

directions in the slant range dorllain;

Slant-to-ground range conversion: Convert the slant range image into the ground range

donlain.

In the following, we show that these three major functions can be accomplished by two

one-dimensional resamp]ing  steps with the range resamp]ing performed before the azin]uth

resar]l~)lirlg.  I,et C] represent the distance in the along-track direction and C2 the distance

irl the cross-track direction. The range resarnpling interpolate% the intercept points of the

“’ground range line” and the constant C2 line. The azimuth resampling  then interpolates the

intercept poirlts  of the constant C’2 line and the constant Cl line.

6.6.1 Range Resampling  Algorithm

Let r~l be the slant range measured frorl] the center of the illumination burst, J& the earth

radius at nadir, l?t~ the earth radius at the center of swath, h the spacecraft altitude and

Ar the desired output range pixel spacing.

I,et us consider the ith range pixel in the kth range line, where i z O and O < k < No -1. I’o

simplify the notation, we consider the case for a given range line, The slant range measured

from the center of the illumination burst is

rd(i) = rd(0) + ix-s,2f,
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where s = 4 represents the range bandwidth reduction factor. Let us assume that the Doppler

parameters are updated every 1 range pixels and there are M range blocks. Let the Doppler

parameters of the mth block be represented by jd(m) and j,(m), where O s m s M – 1 .

The I)oppler  frequency of the ith range pixel in the kth range line is given by

( -)f(i) = f~(rn)+ k- + y’.
a

I’hc point of the closest approach to the flight track in the slant range dorrlain is giten  by

A [f(l)]~
1/:(2) == r,~(i)  –  –——-

~ Ifr(nl)l

arid the point of the closest approach to the nadir track in the ground range domain is given

by

~vllere  the corresponding output range pixel index is

I?J(i) – Rgo
i’ =

A r
= h(i),

‘1’he terI1l R;O represer]ts

track and is pregenerated

the cross-track distance from the first output pixel to the Iladir

bawd  on t}le maximum expected, Doppler frequency.

“1’he sarnc  procedure is repeated at a number of locations across the swath. A polynomial

(quadratic) function, g(.), is t}len used to relate the input and output indices by

i = g(i’),

Xote that functions g(. ) and h(. ) are range line dependent. Let

I
? nttn = h(0) .

Apply range rectification for output range pixels, i’ > i~,n, After range rectification, coruer

turn the data into azimuth direction.
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6.6.2 Azimuth Resampling  Algorithm

~otc  that if the Doppler parameters are updated in the slant range domain usillg a constant

update interval, 1, the update block size in the ground range domain may be variable. I:or

the mt}l range block,  there are ]’(m) pixels, where

l’(m) = h[(m +- 1)1] -- A[mq .

Let V,u, represent the swath velocity, p the burst period in number of pulses, })BIV the

processing bandwidth and Ax the desired output azimuth pixel spacing. I/et us consider

the kth azimuth pixel in the ~nth range block. Use the processing Doppler parameters in

azin]uth  rectification. “l’he Doppler frequellcy is

,()j(k) = j~(m) + k -$ ~.
a

“1’he lllaximum output azimuth pixel index of the nth  burst image is

j,j(m)+q~
n & V3”I + -~j~~- VW

k:r,a, (m) = - - - - - -  — —x “ ‘–’

and the rrlillinmm index is

fd(rn)-+  ~,
n& V3ul + .q Ut

k~,n(rfi)  = -—&(’’”l –.

‘1’he Iloppler  frequency is related to the output pixel index by

for k~,,n(m) s k’ s k~o=(m) and

where O s k < N. -- 1.

Apply azimuth rectification as specified

keep the data in the azimuth direction.

by the above equations. After azimuth rectification,
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6.7 Multi-Look Overlay

let

}(~i~  = min {k~,n}

and

l<;,=,  = n~ax {k’~ar } .

Create  a buffer for each geometric rectified burst image, where i(~,in  < k’ s ~~,ax. W~rite  the

rectified burst image into this buffer as specified by the corresponding k~,in(m)  and k~,d Z(rn )

indices. For each k’, calculate the range shifts as follows.

S u b s t i t u t e  J(k’) and r,l(0) irtto t}le equati.

( PBW ))-r(o)l +  j-d(o)  -  - - j - -  .

)ns on page 55 to calculate the starting output

rarlgc pixel.  Let it be i~,in (k’). Write and add the k’ range line of the azimuth shifted data

into the multi-look overlay buffer starting from the i’~, n(k’) range pixel,

flepeat  the same procedure for each burst image. In addition, maintain a separate two-

din~ensiorlal  array as a look counter which counts the number of additions for each output

pixel. .“\fter the burst images are overlaid, divide the image pixcd value by the look counter

on a pixel by pixel tm.sis.
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6.8

For

the

130ppler Centroid  Estimation

the SIR-C survey processor, the initial Dopp]er centroid frequency is estimated using

1’RF scan data. This Doppler centroid frequency is then updated and tracked by a burst

rllodc clutter]ock  al~orithm  t}lroughout the survey processing.

6.8.1  Burst Mode Clutterlock  A l g o r i t h m

‘1’hc cluttcr]ock  algorithm is performed after the azimuth

track radionletric  compensation. It utilizes the azimuth

actmistics  of the burst images to estimate the I)oppler

four major steps: a) Azimuth line intensity averaging;

compression and before the along-

antenna pattern modulation char-

centroid frequency. It consists of

b) Energy balancing; c) Running

average/linear-fit in azimuth; and d) Quadratic-fit in range.

l“irst of all, the azimuth line data arc energy detected and averaged every I’B1) lines to

reduce the noise effects.

Secondly, each averaged azimuth line is divided intc) four equal portions centered at an

a7,inluth  ~~ixel. Let the ener~y of each portion bc denoted by El, E2, E3 and L’4 from left

to right respectively. For each averaged line, the energy difference between the left-side and

right-side of each azinmth  pixel is calculated.

AE == lfi~ -t Ez - Es - E~] .

“lo ensure that the’estirl]ate  converges to the centroid of the antenna pattern rather t,han the .

clip of the antenna pattern, it is checked that

E? -t f’:3 > F>’1 + E4 .

I’he azimuth pixel, ~, that minimizes the energy difference,

centroid  estimate.

AE,”represents  the new I)oppler

Thirdly, a running average in the azimuth direction is applied. The motivation of the running

average is to estinlate  the Doppler centroid  frequency based on a larger clata set since a

sirlgie burst illlage is too s!na]l to produce ar~ accurate I>oppier  centroid estimate. For t}le
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SIR-C survey processor, running average using T13D burst Doppler estimates is selected.

Azimuth linear~fit is then applied to the running averaged Doppler centroid frequencies to

take advantage of the linear Doppler drift characteristics. The azimuth linear-fit is applied

to sixteen running averaged Doppler centroid frequencies.

I,asLly, the range quadratic-fit is applied to the running averaged/azimuth linear-fit Iloppler

centroid  frequencies.

6.8.2 Quality Check

~’he accuracy of the Ilopplcr  centroid  estimates strongly depends on the Signal-to-Noise

llatio  (SNR) of

acteristics.  It is

characteristics.

the data, which varies as a function of range distance, and the scene char-

necessary to reduce the effects caused by the small SNR and variable scene

t\n SNR profile as a function of azimuth line index (range pixel index) is generated based on

the SNR at the center of swath and the range antenna pattern compensation vector (including

range antenna pattern, range attenuation and incidence angle). An SNR variation cut-off

threshold is selected.

Ilcsides, the AL’ divided by the sum of energies, expressed as a function of azimuth pixel

index, is generated for each averaged azimuth line. The normalized ratio serves as the qualit~’

ctleck indicator for each I)oppler  centroid estimate.

.411 the data are used in clutterlock  (energy balancing), Two passes are employed as quality

check routines. The first pass is performed in the azimuth running average: It only uses the

Doppler estimates whose SNR and quality indicators are greater than the preset  thresholds.

‘1’he second pass is performed in the range quadratic fit: It only uses the Doppler estimates

whose errors are less than TBD  times the standard deviation. These quadratic fit pararrleters

are then extrapolated to derive the estinlates  across the entire swath.
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6.9 Doppler Frequency Rate Determination

In the SIR-C survey processor design, the overlap between the first (look-1) and fourth (Iook-

-I) burst images is far less than what is required to derive an accurate Doppler frequency

rate estimate. The Doppler frequency rate will be determined from the ephemeris data and

radar paranleters. Analysis results show that the accuracy of the ephemeris data is sufficient

for the survey processing.

‘J’he radar parameters, attitude vectors, position vectors, velocity vectors, orbit elements and

ll\J~P parameters are supplied by the Jlission Operations Subsystem (MOS) during and post

the rllission. Since the position and velocity vectors are recorded in an one-minute interval,

(hey are interpolated into a ‘3’131) time interval.

~’llis  approach is adopted as the baseline design. The header decode approach is reserved as

a backup option  in case the MCC orbit information is not available in time for the survey

~)rocessing.
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7. STANDARD PREPROCESSING ALGORITHM

The standard preprocessing algorithm include three major algorithms: clutterlock,  autofo-

cus atld range cross-correlation algorithms. The clutterlock  algorithm is used to estimate

the I)oppler  centroid  frequency. l’he  autofocus algorithm is used to estimate the Doppler -

frccluency rate. The range cross-correlation is used for the PRF ambiguity check. Al] three

algorithms are designed to derive the estimates from the single-look full-aperture complex

ir[lage data. 7’o reduce the conlputational  complexity, one quarter of the range chirp band-

~vidth is used in the range compression. The selection of the range processing spectrum is

the same as that of the survey processing algorithm. The survey processing Doppler centroid

cstinlates  are used as the initial Doppler predicts.

Fig. 7.1 and Fig. 7.2 show the algorithm flowchart. Let N. represent the azimuth FF’T

Icngth used in the azimuth compression and A’a the number of range lines (azimuth pixels)

used in t}le preprocessing. Fclllowing the ‘No-point azimuth inverse FFT, only the first K.

~)ixels  are retaix]ed for each azinluth  line. l>,ach azimuth line is transformed by }{d-point

I’F1’ to attain the frequency spectrum. At this point, the clutterlock,  autofocus and range

cross-correlation algorithms are applied to estimate the new Doppler pararncters,  q’hese

Iicw I)opp]er parameters are used for the next azimuth compression iteration. l’he sanw

I)roccdure  is iterated until the Doppler estimates coni~ergc.

l’l]e I;I;T length is selected as follows,

a) 1,-band: ,V. = 4 K and K,, = 1 K;

h) C-band: JV. = 2 K and k’. = 1 K.
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7.1 Doppler Centroid  Estimation

I;or the clutterlock  algorithnl,  the azimuth spectra are energy detected and averaged every

rn~ (= 16) l ines. The averaged spectra with a width equal to - l?W are divided into follrP..
equal portions. Let  the energy of each por t ion  ( look)  be  deno ted  by },’1, 1;2, 1;3 and F4 .

from left tc) right respectively. For each averaged spectra, the energy difference between the

left-side and the right-side of each frequency bin is calculated.

“1’o crlsure that the estimate converges to the centroid (peak) of the antenna pattern rather

than the dip of the antenna pattern, it is checked

E? i l;3 > E]

that

+ E4 .

The frecluency bin which mininlizes the energy difference,

centroid  estimate. I.et

A13, represents the new Doppler

~vllere  rnd(,  ) represents the round-off operation and k represents the frequency bin of the

processirlg  Doppler centroid  frequency. I/et k be the frequerlcy  bin of the ncw Doppler
.

cerltroid  estimate. If k z ~, then the new Doppler celitroid frequency in terms of IIz, is

fd =
{

k~~+(71+-l)PR1’,  forO~~<i--*–l,

Ly- -i rlI’RF’, fork--~~k~~a–l;

If i < $, then

{

i~~ + ?lI’RF,
jd =

forO~L~k+~-l;

L*- + (n -- 1)1’RF’, for i +- ~ < L s ~. – 1.

l’hese new Doppler centroid  estinlates  are then quadratic fit across the swath.
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7.2 Doppler Mequency  Rate Estimation

The azimuth spectra centered at the I)oppler  centroid  frequency with a width equal to 1’Iltt’

are divided into four equal pc)rtions. Each portion corresponds to one look. The look-l and

look-4 spectra are transformed by $-point inverse FFT to obtain  the single-look complex

i]nages. ‘1’}lc complex ixnage data are nlagnitude  de tec ted .

I’or t}le autofocus algorithm, the detected look-l and look-4 image data are azimuth cross-

correlated for each azimuth line. The cross-correlation is done as follows: a) FFT look-1

and look--l nlagnitude  detected data (~-point  real FF’1’);  b) Complex conjugate trlulti[~ly

t}lcse  two spectra (look] xlook4*  ); c) ovm-sample the data by basebanding  and zero padding

the center of the spectra; and d) inverse FF2”’ the zero-padded spectra (n Ko/4-point  inverse

complex 1+’FT), where n represents the oversampling  factor. For the SIR-C, n = S a n d

1(./4 = 256. The cross-correlation results are averaged across the range. The peak locations

of the averaged azimuth cross-correlation results are translated into new Doppler frequency

rate estimates as follows.

atld jr < 0. I’he term Ax in the unit of azimuth pixels (including a factor of four caused

I)y look image generation; excluding the ovcrsampling  factor) represents the peak location

of the cross-correlation results. When Ax > 0, it means these two image looks are too close

to each other. The Ifr I value has to be decreased, or equivalently bringing these two image

looks farther apart. The Doppler frequency rate estimates are then quadratic fit across the

swath.
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7.3 Range Cross-Correlation

l’or the range cross-correlation, the magnitude detected data of the look-1 and look-4 inlages.

are range cross-correlated. The cross-correlation results are averaged in azimuth. The peak

location of the averaged range cross-correlation results is translated into the PRF ambiguity

r)umbcr.

Jvhere s = 4 for the SIR-C, reprcserlting  the range bandwidth reduction (or presuming)

factc)r. ‘1’he term dr in the unit of range pixels represents the peak location of the cross-

correlation results. It is defined to be the range offset of look-4 image relative to look-1

inlage.  \\~hen Ar >0, it means the look-4 image is sitting too close to the flight track. To

bring it to be at the same range as the look-l image, the processing I)oppler  centroid has to

be increased. Thus, the true

‘1’his  range cross-correlation

intended to be used for PRF’

Doppler should be

approach is only used for

ambiguity resolution.

PRF ambiguity check. It is not
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7.4 Qua)ity  Check

1’}Ic accuracy of the Doppler

of the data, which varies as

estimates strongly depends on the Signal-to-Noise Ratio (SNR)

a function of range distance and the scene characteristics. To

remove the effects caused by the small SNR, an SJNR profile as a function of azimuth line

index  (range pixel index) is generated based on the SNR at the center of swath (derived by the

quality assurance algorithm) and the range antenna pattern compensation vector (including

range antenna pattern, range attenuation and incidence angle). An ,SNR variation cut-off

threshold is selected.

in the clutterlock  algorithm, the Al.’ divided by the sum of energies, expressed as a function

of frequency bin, is generated for each averaged spectra, The nornlalized ratio serves as the

quality indicator for each Doppler centroid  estimate, Similarly, in the autofocus algorithm,

the cross-correlation function is generated for each azimuth line. The peak-to-mean ratio is

used as the quality indicator for each Doppler frequency rate estimate.

All the data are used in clutterlock  (energy balancing) and autofocus (look cross-correlation).

2’WO passes are employed in the quadratic fit as quality check routines. ‘Ile first pass applies

the quadratic fit to the Doppler estimates whose SNR and quality indicators are greater

t}lan  t}le preset thresholds. ~’his quadratic fit also produces a goodness of fit, the standard

deviatiorl. The second pass excludes the outliers  in the quadratic fit, i.e., only the Doppler

estimates whose errors are less than THD tinm the standard deviation are used. l’hese

quadratic fit paranleters  are then extrapolated to derive the estirnatti  across the entire

swath.
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7.5 Two-Dimensional Doppler Fit

~he number of locations selected for the preprocessing is M follows: For both L-band and

C-band. three locations for the Multi-Look Image Product and two locations for the Single-

I,ook lrnagc Product are applied in preprocessing.

~’hese  I)opplcr  paranleter  estimates (including all three coefhcients:  near range I)oppler.

linear slope and quadratic component) are then gone through a quadratic fit in the along

track direction. The coeficier~ts  of the polynomial fit are then used to generate the Doppler

~)ararneters  for each processing block during the standard data processing.
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8. STANDARD PROCESSING ALGORITHM

The range Doppler processing algorithm with secondary range compression is selected as the

SIR-C standard processing ~,lgorithm. It is a continuous mode SAR processing algorithm.

For fast computation, the range conlpression and azimuth compression are performed in .

the frequency domain using FF’I’. The single-look full-aperture approach is adopted as the

azimuth compression algorithm. The azimuth compressed data are azimuth deskewed  to

fern] the azimuth deskewed single-look complex image from which the multi-look image is

generated. The algorithm flowchart is shown in Fig. 8.1.
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Let us use the following notations:

h(r):  range refeience  function;

h(r): azjmuth  reference function;

jd: ]]opp]cr centroid frequency;

f.: I)cjpp]er frequency rate, J, < O;

1)}111’: azimuth processing bandwidth;

7’: full synthetic aperture time;

}{(~):  range migration equation in the frequency domain;

~,: range complex sampling rate;

1]: range chirp bandwidth;

~: range chirp pulse duration;

IJO: range chirp rate without secondary range compression;

h]: rarlge chirp rate of secondary range compression;

6: range chirp rate with secondary ra;lge  compression;

JO: r a n g e  c h i r p  s t a r t  f r e q u e n c y ;

c: s~)eed  of light;

.\: kvavelength;

I..: azinluth  reference function length;

1,,: range reference function length;

A’a: azirrluth FFqi length;

.\’,: range FFT length;

;Y~: I lumber  of complex range samples;

I:u,: swath velocity;

01: incidence angle;

rjl: near range slant range.
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8.1 Range Compression

8.1.1 Range Reference Function

‘1’hc range reference function is generated in the time domain. To accommodate large range

walk, t}le secondary’ range compression is employed to compress the range dispersed point- .

target response. ~his  results in a I)oppler  dependent range reference function. Since the

l)oppler  drifts in the along-track direction, the range reference function must be updated

accordingly. For sinlplicity, the range reference function is updated every processing block

for both I,-band and C-band. There is no update of range reference function required in the

cross-track direction.

l’he range reference function is generated as follows.

}](j) = 7{h(r)}

h(r) = cJ@(’)

[

( r ’ -  T,)+lb ( r - - T r )  2

~)(r) == 2 7 r  j~— - -
J-9 j ( )]fs

forO~r~l.r – 1, where ~r represents the range tinle delay

registratiorl  error among multiple channel data, and

I., = rj,

@

()
2

bl =- jr ;ji

Y

included to account for

\l+

~o=~s+f~-....——_
p

for the up-chirp and down-chirp respectively. The

‘)b==~ 1-.——-

!!

SIR-C uses the down-chirp.

The cosine squared plus pedestal function is selected as the weighting function to control

the sidelobe ratios. I’he pedestal height is selected tc) be 0.45. The weighting function is

generated and multiplied with the reference function in the time domain.

[ 1

,n(r-~) +~]
w(r) = (1 -- 11) cos’

1,r
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8.1.2 Range  Compression

The range compression is accomplished in four steps:

(a)

(b)

(c)

(d)

Range FFI’ the raw signal data;

C’Omplex conjugate multiply the signal spectrum with the reference function spectrum

(.Y(j)ll*(~)). Since the SIR-C signal data is real, only the first half of the spectrum is

llnlltiplied with the reference function;

Baseband shift; and

Inverse range FFT.

};ollowing the range compression, the last ,1., range pixels in the time dorrlail~ are discarded.

l’his leaves ~t~~ - 1,, good range compressed pixels.

“1’he memory size is selected such that both the I,-band data and the C-band data can be

~Jrocessed  ixi full subswath. The range FFT length is selected as follows:

(a) Single-polarization: forward FFT: 16 K real, inverse FFT: 8 K complex;

(b) I)ual-polarization:  forward FFI’:  8 K real, inverse FFI’:  4 K complex;

(c) Quad-polarization: forward FFT:  4 K real, inverse FPT: 2 K complex.
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8.2 Azimuth Compensation

The single-look full-aperture azimuth compression algorithm is selected. It is accomplished

in four major processing steps:

(a) .4zimuth FFT-the  range compressed data:

(b) Range migration comperlsation  in the range-I~oppler domain;

(c) Complex conjugate multiply the signal spectrum with the reference function spectrum

(.1’(f)  }l”(~));  and

(d) Azinluth  inverse FFT,

F’ollcm’ing  tile azimuth invel se I;FT,  the last 1,0 azimuth pixels in the time domain are

discarded.

The azimut}l FFT length is selected as ftillows:

(a) L-band: ~ K compiex;

(b) C-band: 1 K complex.

I)etailed  processing steps are described in the following subsections,

8.2.1 I+lequency Bin Definition

IJet us use the following notations:

Jd: unambiguous L)oppler  centroid frequency;

~d: ambiguous Doppler centroid  frequency, where O s ~d < PRF;

j(j): frequency bin, where O s j < N. – 1;

n: P RF ambiguity number.

The frequency value of each frequency bin is assigned as follows. Let

{}

fdrl =: ir]t —————
I’RI”

and

]d = fd ‘- ‘i~’F~~,
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where int(x) represents the maximum integer that is less than or equal to x. Also let

where rnci(, ) represents the round-off operation and ~ represents the frequency bin of the

Iloppler  centroid  frequency. If ~ z ~, then.

lfj < +, ttlcn

8.2.2 First and I.ast  Output Azimuth Lines

.?Jotations:

r: first output azimuth line;

.s: ]ast output azimuth line;

:Vr: number of range samples or number of azimuth lines;

i: range sample index or azimuth line index, where O ~ i < lVr – 1;

~m,~( i): time since Doppler ccntroid that gives the nlinimum range migration;

f~a. (i): time since Doppler centroid  that gives the maximum range migration;

fd(i):  Doppler centroid  of the ith azimuth line;

f,(i): Doppler frequency rate of the ith azinluth  line, where f,(i) < O;

La(i): azimuth reference function length of the ith azimuth line; and

/1: interpolator length used in the range nligration  compensation.

For each azimuth line, calculate
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and

{

_ PRF

Tfnlo= (i) == ;~’ ‘
if j~(i)  < o;

+~, i f  Jd(i) >0.

l’hen,  r is the minimum nurrlber  of i SUC}l that

and s is the maximum number of i such that

8.2.3 Azimuth F’FT

l’ake FIT of all t}le azimuth lines,

8.2.4 Range Migration indices Generation

‘1’0 facilitate the vector processing functions to improve the efficient

tational  elements, the range migration compensation is performed in

usage of the conlpu  -

the range dimension.

‘Ihe data is corner-turned following the azimuth FFT for fast data access in the range direc-

tion. Following the range migration compensation, the data is corner-turned back into the

azimuth direction such that the azimuth reference function rIIUltipliCatiOn  and the azimuth

inverse I~k’T can be applied dhciently.

Xotations:

j: frequency bin index, where O < j < ,$ro – 1;

d(j): range migration indices;

u(j): index vector;

v(j): fraction vector; and

f (i, j): the frequency value of the ith range sample of the jth range line.

‘1’he frequency value is deterlrlirled  by the procedure presented in Section 8.2,1. The range
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migration indices are then generated as follows.

f(i, j) -- f~(i)
i(i, j) = ———————————

f,(~)

. cf(i, j) =
[ 1

& fd(i)~(~, j)+ ~fr(z)~2(zJ j) +  ~

u(i,  j) = int {d(i, j)}

u(i, j) == d(i, j) - int {d(i, j )}

8.2.5 Range Migration Compensation

The fraction vector, v(i,  j), is then used to look up the pregermrated  interpolation coef%cients

table.  Four interpolation coefficient vectors are generated accordingly.

‘1’hc irlterpolation  coefficicmts are pregenerated  as follows. Let them be expressed by “ l-points

n-bins”. ‘l’he parameter “ l-points” represents the length of the interpolator, i.e., the number

of data points used in the interpolation. The parameter “n-bins” represents the number of

bins divided between two adjacent data points, which is used to interpolate the data between

two adjacent data points.

I.ct W(. ) be the interpolation function and ~i be the data points.

where d, representing a fraction of a bin, is quantized into an I/n step size, ranging from O

to (n – I )/n. For the SIR-C processor, the cubic  spline interpolator is selected and 1 = 4 and

n = 32, i.e., a 4-point interpolator with 32 bins is used for the range migration compensation.

l’hc index vector, u(i, j), is then used to access the data along the range migration curve.

Four data vectors are generated accordingly.

The interpolation is done by n~ultiplying  the data vectors with the interpolation vectors and

summing up the multiplication results.
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8.2.6 Azimuth Reference Function Generation

The azimuth reference function is generated in the time domain. Since there is severe Doppler

drift in both along-track ancl  cross-track directions, the azimuth reference function must be

updated accordingly. The azimuth reference function is updated every prcmssing  block in

the along-track direction. In the cross-track direction, it is updated according to the update

rate. l’he  azimuth reference function length is variable as a function of range to attain a

constant resolution. 1’o silnl)lify  the registration between the H- and V-channel image, the

average of the Doppler estimates is used as the processing Ilo~)pler frequency.

I– {L.(i)} = I..(N, - 1 ) .
‘ n ’ a x  –  0<:!% :-1

The azimuth reference function is generated as follows.

l’or the SIR-C, the transmitted pulses of V and H polarizatic]ns  are interleaved and offset

by exactly half of the interpulse  period. Targets  from the set of HH and HV and the set

of VIl and VV data are offset in the along-track direction by a half of a azimuth pixel. To

eliminate this constant offset such that the multi-polarization image data arc registered, two

sets of azimuth reference functions are generated. For the HH and HV polarizations,

H(j) =- .T{)&(2-)}

h(r) = fY@(*)

and for the V}] and VV polarizations,

I{(j) == Y-{h(z)}

h(r) = ejd(z)

( ) 1

2

(r*o.5).  * J--
PM’

PI) w
l,.(i) = ——————,f,(i)l w’.
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The “ –“ “1s used when the V channel is returned in the first half, between V transmit and

11 transmit. Conversely, the “+” is used when the V channel is returned in the second half,

between H transmit  and V transmit.

Again, the cosine squared plus pedestal function is selected as the window function to control .

the sidelobc ratios. ~’he pedestal height is selected to be 0,45. The weighting function is

generated and multiplied with the reference function in the time domain. “J’he azirlluth

reference function

8.2.7 Reference

is then F1’T’ed.

IMnction Multiplication

Complex conjugate multiply the range nligration  compensated, azimuth spectral lines with

t}le s~~ectra of the azimuth reference functions (A’(j)}]”(j)).

8.2.8 Inverse Azimuth F1’T

l’akc inverse azimuth FIT of the multiplied  spectra and rotate the spectra to baseband.
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8.3 Azimuth Deskew

The, processing Doppler parameters are updated in the along-track direction to accommodate

the attitude drift. This alcmg-track  Doppler update causes significant relative skew and

azimuth offset among image blocks. For some cases, the skew can be greater than the image

block size, which ‘is particularly true for the C-band. It also creates non-negligible range -

offset which must be compensated. ‘1’he image data thus must be resarnpled before being

Ilm-,ged  into a long strip image.

I,et us use the following

n: azimuth block index,

.110: number of azimuth

i: azimuth line index, O

~[n](i): l)oppler  centroid  fre<luellcy of the ith azimuth line in the nth  azimuth block;

Jfn](i): Doppler frequency rate of the it.h azimuth line in the nth azimuth block,  j, < O;

r~~u,(i):  resamp]ing  index of the ith azimuth line in the nth azimuth block;

~gl~bal(i):  r~ampM index of the ith azimuth line in the Oth azimuth block;
r~~afiuc(i):  resampling  index of the relative skew between the nth and Oth azimuth blocks:

X[;;rt : start range line index of the nth azimuth block;

cf~nl(i):  fractional part of tbc resampling  index of the ith azimuth line in the nth azimuth

block;

l!] ~(i): rnenlory  read index of the ith azimuth line in the Oth azinmth  block;

l~~(c(i):  memory write index of the ith azimuth line in the nth azimuth block.

3’}lc proposed azinluth  deskew algorithm is described as follows. The resarnpling indices
[n] (2). T’he azinluthof a given image block are gerlcrated based on its azimuth skew, x#kCU,

skew is then expressed N the summation of the relative skew, z~~ati,,c(i),  and the skew of

the reference block, ZgJ0601(i).  The resarnpling indices are decomposed into one fractional

part, d(n)(i), and two integer parts: &(i) and ~~!,fe(i). The  fractional part is used in
the interpolation. After the interpolation, the offset among inlage  blocks will only contain

integer pixel shift. The term, l~!,tc(i), is used in the memory write. After the merrlory write

in the azimuth dimension, the inlage  blocks will be parallel to each other so that they can

be nlerged into a long image strip. During the nlemory read in the range dimension, the
1[”1 (i) This completes the azimuthdata is read out along the path specified by the term, ,ead .

deskew algorithm.
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8.3.1 Resampling  Indices Generation

‘1’he resamp]ing  indices are generated as follows.

*[n:rt
s

1)f.!](o)  ~RF
-- —

ji”l(o)

1)/y](o)  ~flF

.—

j!”l(o)

1)jj’’](d ~}tF
.—  —

j!o](i)

+/ot,v,(i) +“ 42,t ,

w~herc  jr < 0. The  first term represents the skew of the reference azimuth block. The second

term represents the relative skew between the nth  and the reference azimuth block. ‘I’he last

tcrlll represents the start range line index of the nth  azimuth block, Note that
write has the sarrle direction M deskewirlg  the data while the memory

direction. Let

The reference block is selected to be the one whose Doppler centroid

maxirllum and the minimum Doppler centroids. I’he advantage is
relative skew amount,

8.3.2 Azimuth Interpolation o

read has

‘Kid(i)]

the memory

the opposite

is the average of the

the reduction in the

‘Ile fractional part, din](i),  is used to interpolate the ith azimuth line in the nth azimuth

block.  The interpolation is achieved by inc\uding a time delay  in the time dorr]ain  azimuth

-~].



reference function,

}{(j) == F{h(z)}

h(r) = e~~(r)

{ (
c)(r) = 27r j-~ r – (J”](i

for O~r~La -l.

8.3.3 Memory Write

l~ach interpolated azimuth

.Ya -- 1,0 pixels.

8.3.4 h4emory Read

‘1’he data is read out of the

l!~~d(i), i.e., the jth output

L mar

)

1

[ (

I

) 1}

1 2

~ + ~jr ~ – d[ ’ ’] ( i )  –  —  —
,mor.—

~ ~ PRF ;

line is written into the memory from l~~,tc(i) for a length of

lIlerllory in the range dimension following the path specified by

range line is composed of

for j ~ O.

8.3.5 Range Offset Compensation

l’he range offset between the nth  block and the

~r[n] = A&l(o)f
——

qj!”l(o)l

\Vhen  Ar[nl < 0, it means block n should be placed closer to the flight track. Otherwise,

it should Le placed farther away frorrl the flight track. This range offset information is

co]]lpensatecl  by including a time delay

II(j) = .F{h(r)}

h(r) = e~~(r)

in the tinle domain range reference function.

d(r) = 21r

-82-



8.4 Multi-Frequency Band

‘l’his section presents a design

Data Processing

for registration of L-band and C-band images without extra

rcsampling  of data, It is assumed that registration is only permitted for the data acquired

by the same I’RF. 1.et us use the following notations:

t: start \lIfl”I’ tinie convcvted  from the start G\IT time requested by the user;

s: start Xl ET’ time of the image data produced by the processor;

T: synthetic aperture time;

n: start processing line number;

fd: reference Doppler centroid  frequency;

j,: reference Doppler frequency rate;

u: refmence skew time;

swath velocity;

pixel spacing,

~’hc M];q’ time of the first o~itput  image range line is the only parameter that is requirecl

fc)r registration. It can be exl)ressed as a function of the start data transfer time, the first

processing range line number, the synthetic aperture time and the reference skew time as

illustrated in Figure 1. I’his parameter will k saved in the CAS. We have

for L-band and C-band, respectively, where

JL] ~ N——
,jy,

J] ~ P

Ij!cq

are selected to be a multiple of 1 /1’RJ’.  If arltenna  beams are aligned, or equivalently the

processing Doppler parameter is inversely proportional to the wavelength, then UILI = UIC1.
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Since i is in seconds and u is selected to be a multiple of l/PRF, if the synthetic aperture

length is selectt%  to be an even number, s I’RI’ is in number of pulses (pixels). It implies

that the I.-band and C-band single-look images will be automatically registered in the overlap

region  without extra data resarnp]ing. ln the following, we discuss the registration for the

multi-look images,

8,4.1 Simultaneous L-13and and C-Band  Data Processing

If processing of 1,-band and

that the output image data

C-band data is requested

will be registered starting

at the same time, it is desig!led  such

from the first image range line.

‘1’he LJTS will forward the tape until the JIET time is equal to t. The L-band and C-band

data (one at a tinm) will be transferred from the same start range line. Registration of the

I-band  and C-band  images is controlled by selecting the start processing lines so that no

extra resampling  of the output data is required, The start processing lines, n(~l and n[~l,

are selected to be

l)y doing so, the single-look in!ages  will be registered from the first output image line, so do

the multi-look images. In the nominal condition, the difference in skew time is smaller than

the difference in synthetic aperture time so that n(Cl ~ 1.

8.4.2 Non-Simultaneous L-13and  and C-Iland  Data  Processing

If processing of L-band and C-band

that the imageti will be registered in

data is requested at

t}le overlap region.

different time, it is designed such

The user has the options to register the new inlage  with one of the previously processed

images. The CAS will search for previously processed images that have overlap region N’ith

the new inlage and prompt the user to select one for registration. After the image is selected.

the CAS will search for the image start \lljrl’  time. I,et it be so.

Again, registration is achieved by controlling the start processing line. The start processing
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range line is the minimum n that satisfies

Sote that the single-look images will be automatically registered in the overlap region. IIow-

et’er, since t}le pixel spacing is changed for the multi-look images, they may not be registered.

l’he  idea of the above condition is select the start processing range line so that t}le registra-

tion error in the output images is less than one-sixteenth of an output pixel.
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9. STANDARD POSTPROCESSING ALGORITHM

The standard postprocessing algorithm is used to generate the standard single-look image

product, the standard multi-look detected ilnage  product and the standard multi-look corrl-

plcx image product- “from the azimuth deskewed  single-look complex image data generated

by the standard processor. T}lc major  function of the standard postprocessing algorithm in-

clude the cross-product generation, multi-look filtering and data reduction. The multi-look

filtering combines the generation of multi-look imagery as well as the geometric rectification.

I’}Ic algorithm flowchart is shown irl Fig. 9. I
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Fig. 9.1: Standard postprocessing algorithm flowchart.
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9.1 Multi-Look Filtering

The multi-look  filtering algorithm is et[lployed  to generate ground range, uniform resolution,

equally spaced and speckly reduced multi-look image products by combining together the

geometric rcsampling  and low-pass filtering. For the SIR-C, it is proposed that all the high -

bandwidth (20 \lIIz) mode images and low bandwidth mode (10 MIIz) images be filtered to

a 25 m resolution in azimuth and a ’25 m or natural resolution in range, The pixel spacing

is selected to be 12.5 m in’ both range and azimuth. For the single-polarization data, the

filtering is applied to the intensity image. For the dual-polarization and quad-polarization

data, the filtering is applied to the cross-products. Tc) reduce the undersampling  effect in

range, the data is oversamplcd  before the multi-look filtering is applied. The ovcrsarnpling

is combined with the slant-to-ground range conversion to reduce computational complexity.

9.],1 Resolution

‘1’hc natural ground range resolution in the distance unit is approximately

6f=l,2x0.89xti—
2f3 sin dl ‘

where “0.89” is the factor corresponding to the 3 dB resolution of an ideal sine function arid

“ 1.20” represents the resoluticm  broadening caused by the stanclard processor. The natural

azinluth  resolution in the distance unit is

If fi~ and d: are expressed in the unit of pixels, then

f,&=l.2 x 0 . 8 9 x X

Let 6, and Jo represent the desired resolutions and b, and b. the associated resolution

broadening factors, i.e.,

b,=;
r

60 == $
a
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For SIR-C, the broadening factor varies from 1.0 to 2.5 in range and from 2.5 to 4.0 in

azimuth. F&cal]  that for a real digital signal, to recover the signal without any aliasing

effect, the sampling rate-to-bandwidth ratio must be greater than or equal to two. For the

SIR-C. this sampling rate-to-bandwidth ratio is approximately 1.125 in range and ~~aries

from 1.28 to 1.56 in azimuth.

9.1.2 Range Oversampling

‘I’here arc two reasons why the

and Slant-to- Grouncl Range Conversion

range oversarnpling and the slant-to-ground range conversion

arc combined together. The first reason is to reduce additional computational coinplexity.

‘1’he second reason is to employ the cubic spline interpolator to interpolate the complex

data to preserve the data quality. The weighted sine squared filter will primarily be used

low-pass filter the data to the desired resolution in formation of the multi-look imagery.

to

~’he output range pixel spacing is selected to be

l’he range rcsarnpling  irldices are generated  M follows

{

[
R:t + (l?,. + h)2 – 2“c’(J’cn + “COS(=)l+ “S’i+dz — —

k
1

?

where R~ and r~l represent the near range grourld  range and slant range and i and i’ represent

the input and output range pixel indices respectively.

9.1.3 Cross-Products Generation

The next step is to generate the cross-products of the range oversampled,  slant-to-ground

range converted data, where the cross-products are defined below.
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For the quad-polarization data, let the scattering matrix be

I;irst of all. average the cross-polarization channel data. Let

Then, gcrmratc

IHHVV, IHVVV

six cross-products from the scattering matrix: IH H H H , IHIIHV, lflv)f~’,

and IVVVV, w’here

For the single-polarization and the dual-polarization data, the average of cross-polarization

data is omitted and only the valid cross-products are generated.

9.I.4 Multi-I.ook  Filter Coefficients Generation

‘1’hc multi-look filter is required to meet the following requirements:

(a)

(b)

(c)

(d)

(e)

(f)

I)e capable to handle val iable resolution broadening factors;

Non-negative power;

Small interpolation errors;

Small computational complexity;

Large equivalent number of looks; and

Low sidelobes.

A sufficient condition for the non-negative power requirement is that all the filter coefficients

be non-negative. For the SIN-C, the “weighted sine squared filter” is selected, which meets

all the above requirements. ‘1’he procedure to generate the filter coefficients is described

below.

(a) Select the desired resolutions;
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(b)

(c)

(cl)

For

Compute the initial resolutions;

Compute the resolution broadenirlg factors; and

LJse the broadening factor to determine the weighted sine squared filter parameter.

the SIR-C. the filter length is selected to be 12 points and the number  of quantization

steps is 32. One filter is generated in range and one in azimuth

let us use the following notations:

1: filter length;

r~: number  of bins of the filter;

6“: resolution in number of pixels followillg oversampling;

a: the multi-look filter codlcient  used to control the resolution broadening;

N: I’F2’ length  used in filter generation; and

,V’: FF’T l eng th  u s e d  i n  oversarllpling,

Also let

lV
m = —------

2ab0’

wllerc 2rri represents the nun]lwr of rlonzcro  frequency bins in the spectrum,

‘1’he I-pointl n-bin weighted sine squared filter coefficients are generated in the frequency

domain as follows.

(a) (;enerate  a cosine squared plus pedestal window in the frequency domain.

{

(1 -h)cos? (*) + h, for O<i <m-l;

W(i) = 0, fornl~i~JV-m–l;

(1 - h)c.os?
(ti~”)  +  ‘

forh’-m<i~  ~-l.

where h represents the height of the pedestal function.

(b) Take inverse FFT of W(i) and energy detection, i.e.,

U)Z(i)  =: l.F-l  (W’(i)) 2, 0< i ~ N - - 1 ,

where u~2(i)  represents a weighted sine squared function. Notice that the peak occurs at

2=().
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(c)

(d)

Oversamplc  UJ2(i) by a factor of n using the FFT

oversampled  function be tiJ2(i), where O < i ~ IV’ -- I

For an l-point n-bin filter, the filter coefhcients are

oversampling  approach, I,et the

and N’ = n hr.

S(j, k) = U)2 {[(+-~ ]rnow} ,

~vhcre O < j < 71 — 1 and 1 ~ k < f. To pr=erve the energy before and after filtering,

.s(j, k)
S(j! ~) = -~-—-- .

xk=lwl~)

‘1’hc poirlt-target  study results show that for the weighted sine squared filter, the multi-look

filter paranleter,  a, can be well approxirrlated  by a quadratic polynomial function of the

resolution broadening factor, b, for 1 s a <3,

a == -0.58743 + 1.0448b – 0.035782b2.

I’his equation is generated assuming that a pedestal height of 0,45 is used in data weighting

and a pedestal height of 0.08 is used in filter weighting.

9.1.5 Multi- I.ook Resan~pling  Indices Generation

Resampling  indices show the relationship between the input and output pixel indices. “1’he

azinmth  resarnp]ing  indices are generated M follows

Ax k’
k-tr=~- 1’ RF,

3U,

where k and k’ represent the input and output azimuth pixel indices respectively.

~’he range resampling  indices are generated as follows

Ar i’
i+d=—,

Ar’

,Note that if LJr = Ar’, which occurs for data acquired at st~p incidence angles, there is no

need for multi-look filtering irl range, i.e., the natural resolution will be preserved.
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9.2 Data Reduction

9.2,1 Multi-Look Complex Data Reduction

‘1’he cross-product data reduction algorithm is selected as the multi-look complex data re-

duction algorithm for the SIR-C processor.

9.2,1.1 Quad-Polarization Data Reduction

I:or the quad-polarization data, the data reduction algorithm is as follows. Recall-that t}]e

six cross-products are: IHHHH, IHHHV, lHVHVY IHHVV,  IHvvv and lVVVV, where

lHH){H =

IHHHV =

IHHVV ==

‘1’he data reduction

I jet the scale factor

is applied to the fdtcred cross-products as follows.

be

scale = ]HHHJ!  + 21H~Hv + Ivvvv.

The first output byte is used to represent the exponent of this scale factor

Byte(l) = int {log2(scale) }.

‘1’hc second output byte is used to represent the rliantissa of this scale factor

13yte(2) = rnd{254(MAN - 1.5)},

where
scale

hlAN = - - -  -~~yle(l)

Id

(-Dyte(2)
qsca = 254 )

+ 105 @YW),

‘1’he remaining steps are to l~ormalize  all the cross-products by this quantized scale factor.

“qsca”. “~wo  bytes arc then used to represent each complex cross-product and one byte  is
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assigned to represent each real cross-product. This results in a total of 10 bytes per output

pixel.

Byte(3) = rnd
{ “ ’ E } - ] ”

Byte($)  =,rnd 25.5-=

13yte(5) =- rnd [sgnR!i;;27/=;::.~}

{
Byte(6) =. rnd sgn[lm(l~~~v)]  127 {@:H}{v),}

{
B y t e ( 7 )  = rnd 127

Re(l~~Vt/)
qsca }

{
Byte(8) = rnd 127

Im(l[J~vv)
qsca

{
}  r}

2]Re(J~~vV)l
Byte(9) = rnd sgn[Re(l~{vv~~)]  127 ————

qsca

Ilyte(l  O)
{

= Ind sgn[In~(l/fVvt~)]  1 2 7 Jy’:vv)l]

9.2.1.2 I>ual-Polarization  Data Reduction

For the dual-polarization data, the reduction procedure is similar to that for the quad-

polarization data. Let z and y be the polarizations. First of all, generate three cross-

products: 1,, (= S, Sj), I,Y(= SzS~) and IVY(= SVS~).  These cross-products are filtered to

the desired resolution and pixel spacing. The scale factor is the same as that of the quad-

polarization except that the cross-products of the non-existing polarizations are set to be

zero. Again, two bytes are assigned to the scale factor: one byte to the exponent and the

other byte to the mantissa. The other  cross-products are then nornlaiized by the quantized

scale factor. Two bytes are then used to represent each complex cross-product and one byte

is assigned to represent each real cross-product. ‘l’he total number of bytes per output pixel

is five, T}le bytes generated are listed as follows.

a) IIH and VV polarizations: Byte(l), Byte(2), Byte(4), Byte(7) and 13yte(8);

b) 1111 and [IV polarizations: Hyte( 1 ), Ilyte(?), Byte(3), Ilyte(5)  and Byte(6);
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c) VII and VV polarizations: Bytc( 1 ), Byte(2),  Byte(3), 13yte(9) and Byte(l O).

9.2.2 Sing] e.Look Complex Data Reduction

The scattering matrix  data reduction algorithm is selected as the single-lc)ok complex d

recluctior] algorithm for the SIR-C processor. Let us first consider the quad- polarizat

case. I,et the scale factor bc

‘1’he first two bytes are used to represent the exponent and mantissa of the total power.

Byte(l) =- int{logz(scale)}

Byte(2) =. rnd{254(hfA!N  – 1.5)},

where

. . . . . scale
‘l”N = 2Bytc(l)”

I,ct the quantized scale factor be

‘1’he scattering matrix data are then coded as follows.

k(sHH)
Byte(3) == 127 ——-------

qsca
Irn(sH}f)

13yte(4) = 12’i—-——. . . qsca
Re(.$’Hv)

Byte(.5)  = 127 —————
qsca

Im(S’Hv)
11yte(6) = 127 —-—-

qsca

IrIl(&’H)
Ryte(8)  = 127——

qsca
Re(SVV)

13yte(9) = 127 ——-
qsca

ITn(s’vv)
Byte(l  O) = 127 ——-

qsca

ata

ion
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T’he total number of bytes per output pixel is ten.

For both  single-polarization and dual-polarization cases, only those available scattering e]-

ements  are coded. This results in a total of four bytes for the single-polarization data and

six bytes for the dual-polarization data.
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10. QUALITY ASSURANCE PLAN

IIata flow of the SIR-C GL)PS Q/A plan is shown in Fig. 10.1. These Q/A functions ate

errlployed to assist in understanding the data quality at each processing stage. The proposed

Q/A functions (and parameters) consist of several catcgorim:

I)ata ~’ransfer  Q/.A: performed by the I)ata I’ransfer  subsystem  during the data transfer:

‘] ’urr]-on  and turn-off sequence Q/rl: perfornled by the SAR Correlator  Subsystenl  during

the turn-on and turn-off sequence processing;

Standard preprocessing (]/A: ~)erforrned by the SAR Correlator  Subsystem during t}le

standard preprocessing;

Raw data Q/A: performed by the SAR Correlator  Subsystcvn;

lrl]age Q/.4: performed by the SAR Correlator  Subsystem;

Visual image Q/A: performed by t}le’output  Products Subsystem;

Output products Q/A: pcrforrncd by the Output Products Subsystem;

Off-line image Q/A: performed by the Output Products Subsystem; and

Calibration Q/A: performed by the Calibration Subsystem.

‘1’he first seven Q/A functions are run on a routine basis. The off-line image Q/A function is

~)lanned for a more comprehensive analysis of image data in case anomaly effects are observed

in the output image data. The calibratic)n  Q/A includes parameters such as point-target

~Jerforrnance  paranleters,  radic~rrletric and geor[letric  caliLratioll parameters are pre-generated

by the Calibration Subsystem.
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10.1 Data ‘lYansfer Q/A

Data transfer Q/A parameters listed

during t}le  data transfer.

1. Bit error  rate estimate

2. \lissirlg  lines

(a) Total nurrlbcr  of missing lines

(b) Missing lines locations

(c) Number  of flywheels

(d) Number of locks out of place

(e) I.ocations  on IIDDC

3. Gain change

I 4. I) WI’ chan~e

below are derived by the Data Transfer Subsystem
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10.2 Turn-On and Turn-Off Sequence Q/A

Turn-on and turn-off sequer~cc  Q/A parameters listed below are derived by the SAR Corre-

lator  Subsystem during the turn-on and turn-off sequence processing.

1. Receive  only noise

(a) Noise power estimate

(b) l’rocessor noise data gain estimate

?. Caltone  scan

(a) Caltonc  gain and phase estimates

3. 1’RF scan

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Ambiguous I~oppler  centroid estimate

LJnambiguous  Doppler centroid estimate

Iloppler  centroid delta error

Number of preprocessing iterations for Iloppler  centroid frequency

Allowed number of iterations for I)opp}er centroid frequency

Convergence delta for Iloppler  centroid frequency

Standard deviation for I)oppler  centroid frequency
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10.3 Standard Preprocessing Q/A

Standard preprocessing Q/A parameters listed below arc derived by the SAR Correlator

Subsystem during  the standard preprocessing.

1, Preprocessing con~wrgence

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Null}ber  of preprocessing

Number  of preprocessing

iterations for Doppler centroid  frequency

iterations for Doppler frequency rate

Allowed number of iterations for Ilopplcr  centroid frequency

Allowed number of iterations for I)opp]er frequency rate

Collvergerlce  delta for Ilopplcr  centroid  frequency

Convergence delta for l)opp]er  frequency rate

Standard deviation fclr I)opp}er centroid frequency

Standard deviation for I)oppler  frequency rate.
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10.4 Raw Data Q/A

The raw data Q/A contains five major functions: Range histogram; Range spectt

processing; Echo monitor; and Azilriuth  spectrum. Raw data Q/A parameters

are derived at several intervals by the SAR Correlator  Subsystem.

I 1. Range histogram

(a) Range histogram plot

(b) hlean

(c) Standard deviation

(d) Percent saturation in histogram

2. Range spectrum

(a) Range spectrum plot

(b) Signal-to-Noise Ratio estimate

(c) Range bandwidth estimate

(d) Spurious peak count in range spectrum

(e) Spurious peak location in range spectrum

3. Caltone  processing

(a) Caltone  gain and phase estimates

(b) Mean

(c) Standard deviation

4. Echo monitor

(a) Echo monitor plot

(b) Roll angle estimate

.5. Azimuth spectrum

(a) Azimuth spectrum plot

(b) Azimuth bandwidth estimate.

urn: Caltone

listed below
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Fig. 10.2 shows the raw data Q/A algorithm flowchart. The raw data Q/A functions

will be performed for each polarization data during the standard processing mode (at start,

center and end for a 15-second multi-look processing run; and at start and end for an 8-

second  sirlgle-]ook processing run), For each interval, 256 range lines are selected to derive

tile Q/.-\ paranleters. During the survey processing mode the raw data Q/.A functions are

~)crforrned at one minutr intervals fcjr one polarization channel data. For each inter~a],  the

entire processing block data are selected to derive the Q/A parameters. For each range line,

t}lc entire range samples are used.

10.4.1 Range Histogram

“1’}~e  range histogram shows the ])robability of data sample’s values (grey levels), from O to

15 for the 4-bit data sample and from O to ’255 for the 8-bit and BFPQ data sample. l’he

I[lean, standard deviation arid percentage of saturation arc computed. ‘l’he percentage of

saturation is defined as the probability of data samples at tails (O and 255 for the 8-bit case).

If the percentage of saturation is large, it n]eans  that the reeeiver  gain is set too high, which

results in clipping of signal. Ideally, the histogram is approximately Gaussian distributed.

}Iowever, strong ground interference signals may cause the histogram into “ Lirnodal  cusp”

shape.

I’or the SIR-C processor, one histogram is generated per polarization per inter~~al  during the

starldard  processing mode. or~ly one histogranl  is generated pcr interval during the survey

~)roccssi[lg  rrlode sirlce only one polarization data is processed.

10,4.2 Range  Spectrum

‘1’}le range spectrum is obtained by inco}lerently  averaging the range spectra (intensity) in

the along-track direction, ‘I’he range spectrunl  is used to estimate the Signal- to-lNoise Ratio

(SXI{) and also to detect the interference signals (spikes in the range spectrurll).  The SNR

is computed by taking the ratio of the energy at the center of the spectrum to that at the

tails. Interference signals are detected by applying a threshold across the range spectrum.

I;or the SIR-C processor, one range spectrum is generated per polarization per interval during

the standard processing nlode. Only one range spectrum is generated per interval during

the survey processing mode since only one polarization data is processed.
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10.4.3 Caltone  Processin~

The ca]tone  gain is obtained by coherently averaging the range spectra in the along-track

direction. Iihe  amplitude and phase of the peak of the coherent sum represents the caltone

gaill and phase, The caltone  gain, normalized by a reference caltone gain, is used to charac- ‘

terizc the variation in the rccciver  gairl. Recause  the number of range samples nlay not be a

~)o~vcr of two, a technique known as the caltonc  signal padding and removal is employed to

crlsure t}lat the caltone  signal will concentrate on the predicted frequency bin in the range

spectrum following range FF’ll.

I:or the SIR-C’ processor, one caltone  gain is generated per polarization per interval during

the starldard  processing mode, The three caltone  gains generated during the nominal 15

secorld processing run are checked for short term instability. The three caltorle estimates are

averaged. ~’he average of the caltonc  gain estimates is normalized by a pre-selected  ca]tone

gain and applied irl the range radiometric conlpcnsation  vector. Only one caltone  gain is

generated per interval during the survey processing mode since only one polarization data

is ~)rocessed.  No averaging is applied.

]0.4.4 Echo  Monitor

“J’hc echo nlonitor  is obtained

in the along-track direction.

the correctness of DWl>,  the

by incohererlt]y  averaging the range compressed data (intensity)

‘J’he echo morlitor is useful to check on the elevation pattern,

existence of nadir return interference.

I.’or the SIR-C processor, one echo monitor is generated per polarization per interval during

the standard processing mode. Only one echo monitor is generated per interval during the

survey processing mode since orl]y orle polarization data is processed.

10.4. s Azimuth Spectrum

The azimuth spectrum is obtained by incoherently averaging the azimuth FFT’ed  data in the

cross-track direction. The azimuth spectrum is useful to examine the shape of the azimuth

anterlna  pattern.

the SIR-C processor, one azimuth spectrunl  (at mid-swath) is generated per polarization

interval during the standard processing nlode.  Only one azimuth spectrum is generated
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per interval during the survey processing mode since only one polarization data is processed.

No range migration compensation is applied. Total of 64 azimuth lines are averaged to

reduce the noise effect for each azin]uth spectrum.
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]0.s Image Q/A

The image data Q/A paranleters  (in]age  histogram) are generated by the SAR Correlator

Subsystem following the data processing.

1. ]rnage histografn

(a)

(t))

(c)

(d)

(e)

(f)

Image histogram plot

Xlcan

Standard deviation

Percent saturation of histogram

Image balance

HV balance
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10.6 Visual Image Q/A

Following the completion of each processing run, the output image data will be displayed

on the screen on a routine b,mis.  l’hese images will be visually inspected by the operator to

detect any noticeable artifacts.

]0.7 Output Products Image Q/A

‘] ’he photoproducts  will be visually inspected by the operator to detect  any noticeaklc  arti-

facts.

A subset of the data recorded on the tape will be played back and compared with the

reformatted data stored on disk to ensure that the data are correctly written onto tape.

10.8 Off-I.ine Image Q/A

I’he off-line image Q/A function is planned for a more comprehensive analysis of image

data in case anomaly effects are observed in the output image data. It allows for statistics

calculation of the magnitude detected inlage, the phase difference image and aniplitude  ratio

inlage of the user selected image block, It also provides functions for point target performance

el’aluation and multiple channel inlage  registration test.
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10.9 Calibration Q\A

“l’he calibration Q/A parameters such as point-target performance parameters, radiornetric

and geonletric  calibration parameters are generated by the Calibration Subsystem.

1. Point-target pirformarlce

(a) Xominal slant range resolutioll

(b) Nominal azirlmth resolution

(c) 3-d13 rnainlobe  n)easurement

(d) &dIl  main]obe measurement

(c) Range ISLR

(f) Azimuth lSLR

(g) Range PSIJR

(h) Azimuth PSLR

(i) Range ambiguity

(j) Azimuth ambiguity

2. Radionletric  calibration

( a )

(b )

(c)

(cl)

(e)

(f)

l;quivalent  number of looks

Radionmtric  presentation

Norrlirlal  radiorx]etric  lesolution

Instantaneous dynamic range

Nominal absolute radionwtric  calibration nlagnitude/phase  uncertair}ty

?Jominal  relative radiometric calibration r[lagnitude/phase  uncertainty

3. Gconletric  calibration

(a) Along-track absolute location error

(b) Cross-track absolute ]ocation error

(c) Along-track scale error

(d) Cross-track scale error
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(e) Along-track relative registration error

(f) Cross-track relative registration error

(g) Skew error

(h) .-A bsolute orientation error,

- 112-




